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ABSTRACT

Liquid jets in crossflow are used in a variety of fuel injection systems. Of particular

interest in this work is the injection of liquid fuel into supersonic crossflow at scram-

jet startup conditions. Due to the short residence times of fuel in the combustor, it is

imperative to efficiently and rapidly atomize and mix the fuel. Experiments often have

limited ability to observe all of the wide range of scales and complicated liquid struc-

tures present in these conditions. Numerical simulations can provide additional insights

into these complex flows. In this work, a numerical approach for the solution of com-

pressible multi-component flows with capillary effects is presented along with additions

to enable the solution of large computational problems The approach is then validated

against a non-turbulent round jet in subsonic crossflow. Comparisons to jet trajectory,

column breakup location, and instability wavelengths are completed. A liquid jet in

supersonic crossflow is simulated and the effects of a turbulence in the jet inflow are

investigated. The jet trajectory is compared against experimental results. Although dif-

ferences between the experimental results and numerical simulations are observed, the

results suggest jet inflow turbulence can impact the atomization process in supersonic

crossflow conditions and quantification of inflow conditions is important.
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CHAPTER 1. INTRODUCTION AND LITERATURE

REVIEW

Liquid jets in crossflow, or transverse jets, are frequency used in the atomization of

fuels in a variety of fuel injection systems. Transverse jets play an important role in

gas turbines, afterburners, and ramjet and scramjet combustors [47, 77]. The breakup

process is a significant consideration as the efficiency of the combustions process relies

heavily on the atomization of the fuel [28]. A number of experimental, analytical, and

computational studies have investigated the characteristics of transverse liquid jets.

One particular current challenge is the atomization of liquid fuel during scramjet

startup conditions. In scramjet combustors the efficiency depends strongly on the ability

to efficiently and quickly atomize liquid fuel due to the short residence time of the fuel in

the combustor [8, 11, 16]. Total residence times of air for a scramjet are on the order of

a millisecond from the inlet to the engine nozzle [11]. Thus, the injected fuel must mix

with the incoming air and burn within hundredths of a millisecond to achieve efficient

combustion [11]. This highlights the importance of injected liquid atomizing efficiently

and mixing with crossflow quickly in the scramjet combustor.

A number of experimental results for the atomization of liquid jet in supersonic cross-

flow exist [35, 41–43, 83]. These experimental results often quantify a number of large

scale features including jet trajectory and penetration [41, 83], mean droplet proper-

ties [42], and droplet distribution profiles [43] through the use of various experimental

techniques such as shadowgraphs [41] and Phase Doppler Particle Analysis (PDPA) [42].
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However, due to the range of scales and complicated liquid features experiments are

frequently limited in the ability to provide a complete physical picture [47]. Numerical

simulations can provide additional insights in the understanding of these complex flows.

Computational results can provide both a qualitative and quantitative picture of the flow

field that is often difficult or infeasible to obtain in experimental tests. However, while

a wide body of computational results exists in subsonic crossflow [26, 39, 57, 78], little

work has been done on atomization in supersonic crossflows.

1.1 Atomization of Liquid Jets

The breakup of liquid jets is divided into two classifications, primary and secondary

breakup [13, 76]. Primary breakup involves the breakup of liquid columns into ligaments

and droplets, while secondary atomization consists of the breakup of the ligaments and

droplets into smaller ligaments and droplets. An example of the breakup process is shown

if Fig. 1.1.

A liquid jet is injected transversely at 90 degrees relative to the crossflow. Aerody-

namic forces on the jet result in the column deformation flattening the cross-section.

Instability waves develop on the surface of the liquid column which grow in strength.

Eventually these waves lead to the breakup of the liquid column resulting in the creation

of ligaments and droplets [77]. These ligaments and droplets then undergo secondary

breakup as they travel downstream. In addition, droplets and ligaments can be stripped

from the liquid column by the gas flow around the column depending on the velocity

of the crossflow [47]. This process is often referred to as surface breakup [6] or shear

breakup as aerodynamic forces strip off liquid through shear forces [45].

A similar process is present in supersonic crossflows [38]. Additional features include

the appearance of a bow shock in front of the liquid column along with a separation

region and separation shock [83].
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Figure 1.1 Example of the breakup process for a liquid jet in crossflow.

1.2 Literature Review

Liquid jets in crossflow have been studied in a variety of experimental conditions.

Hojnacki looked at liquid jets in crossflow at medium subsonic Mach numbers and their

use in ramjet fuel injection at the Air Force Aero Propulsion Laboratory [28]. The goal

of the work was to develop empirical methods to assist in the design of fuel system, a

common theme throughout the literature. Penetration heights and column trajectories

were investigated and correlations were developed. In addition, the effect of viscosity

was found not to effect the penetration. Yates looked at jet in supersonic crossflow also

at the Air Force Aero Propulsion Laboratory investigating the penetration height. A

theoretical model to predict transverse distribution of the liquid mass was developed

using the results [83]. Kush and Schetz also looked that the penetration of liquid jet in

supersonic crossflows and their penetration [35]. Schetz et al. investigated transverse jets

with crossflow Mach numbers at higher subsonic speeds of 0.45 and 0.75 investigating
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the effect of injector geometry using round and rectangular injectors [66]. With this data

penetration correlations were investigated along with droplet size distribution. Schetz

et al. expanded on this work in [65] using supersonic crossflows from Mach 2.4-4.0. A

variety of liquids where used and the development of large waves on liquid column were

investigated. Nejad and Schetz reviewed the effects of viscosity on a jet in supersonic

crossflow in addition to looking at the effects of surface tension [52]. They added ethyl

alcohol to water to reduce the surface tension and glycerine to increase viscosity. A 22%

difference in penetration was reported for the more viscous liquid jets than water as

opposed to the subsonic work of Hojnacki [28] while the surface tension had little effect.

Both surface tension and viscosity were found to have effects on surface wavelengths. Wu

et al. studied a wide range of operating conditions for non-turbulent jets and developed a

breakup process map [77]. In addition, correlations for column fracture location and jet

trajectory were developed. The surface waves were investigated further in Mazallon et

al. and a correlation of the wavelength to crossflow Weber number was developed [48].

Sallam et al. extended on the work of Wu and Mazallon using pulsed holography to

further investigate the breakup regimes and surface wavelengths. They also looked at the

column fracture location, liquid surface properties, and droplet properties. Lee expanded

on the work of Sallam et al. to turbulence liquid jets in crossflow and comparing the effect

on turbulence to the previous non-turbulent results [36]. Lin et al. investigated liquid

jets in supersonic crossflows and investigated both pure and aerated-liquid jets [41, 42].

Shadowgraphs and phase doppler particle analyzer (PDPA) systems were used to measure

liquid penetration. An investigation into hypersonic crossflow was carried out in Perurena

et al. investigating penetration height, lateral extension, and mixing [59]. They also

looked at the frequency of clump detachment and the fluctuations of the bow shock.

Osta and Sallam investigated the effects of nozzle geometry on the liquid jet in turbulent

liquid conditions and determined that L/D of the injector nozzle plays a role in the

breakup length as well as breakup characteristics of the jet [55]. Lin et al. also looked
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at two different nozzle geometries in the effect of supersonic crossflow and observed

differences in penetration for aerated liquid jets [43].

Due to difficulty in resolving the near-field region in experiments numerical simula-

tions can prove to be extremely insightful, for example direct numerical simulations [6].

This can become even more critical in the high crossflow Weber number flows often en-

countered in supersonic crossflows due to the increased crossflow velocities. Early work

in to computational simulations often used two dimensional simulations. Heister et al.

used two dimensional simulations of the Euler equations for a gas around a slice of the

liquid column [25]. Using a force balance in the two dimensional slice along with mass

and momentum conservation they could predict the trajectory of the liquid jet. Aalburg

et al. also used two dimensional slices to simulate the liquid jet using the Navier-Stokes

equations [1]. They assumed the vertical liquid jet velocity remains constant the deflec-

tion of the jet is modest. Their results showed good agreement with the vortex shedding

frequency of the column and jet deflection.

Only more recently has the ability to perform detailed numerical simulations of liq-

uid jets in crossflow in three dimensions become computationally feasible, however they

are still quite computationally costly [47]. In subsonic flow a number of detailed com-

putational simulations have been performed. Pai et al. performed and investigation of

the primary breakup of a liquid jet in crossflow [57]. They found a good match with

experimental correlations. The simulations suggested however that liquid Weber number

may drive the surface waves as opposed to crossflow weber number. Hermann simulated

the primary atomization of a turbulent liquid jet with varying density ratios and found

density ratio has an effect on primary atomization [27]. Xiao et al. along with Owkes

and Desjardins compared the effect of turbulence in the liquid jet inlet in subsonic con-

ditions [56, 78]. Their results showed differences in trajectory and breakup between the

laminar and turbulent cases simulated. In addition Xiao showed good agreement with

the non-turbulent round jet results of Sallam et al. [63].
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In the supersonic regime there is limited computational work without the use of

atomization models either analytical, empirical, or subgrid models [25, 29–31, 44]. One

exception is the work of Xiao et al. where primary breakup in a supersonic crossflow

was simulated [80]. The approach coupled a compressible solver for the gas and an

incompressible solver for the liquid. Another exception is the work of Garrick et al. who

developed a fully compressible method for modeling atomization in compressible flows

and demonstrated the ability to investigate the atomization of a liquid jet [19].

1.3 Objective

The objective of this work is to first validate the method developed in Garrick et

al. [19] against experimental results for a liquid jet in subsonic crossflow. A jet in

supersonic crossflow will then be simulated and liquid trajectory compared to supersonic

empirical correlations. The effect of turbulence on the liquid jet will be investigated and

a qualitative discussion of the observed near field region will be presented.

1.4 Thesis Outline

The remainder of the thesis is arranged in the following manner. The numerical

approach is presented in chapter 2. In this section the governing equations are presented

and are followed by the numerical method.

Additions to the solver to enable the solution of large computational problems through

the use of rectilinear grids and distributed parallelization are discussed in chapter 3.

The scaling efficiency of the resulting approach is investigated. Next, the generation of

turbulent fluctuations and the implementation of a turbulent inflow is presented.

The simulation of a liquid jet in subsonic crossflow completed in chapter 4. The

computational setup is discussed followed by a qualitative discussion of the simulation.
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The results of the simulation are then analyzed and compared to experimental data to

validate the numerical approach.

A supersonic crossflow is explored in chapter 5. After presenting the simulation con-

ditions the results from non-turbulent and turbulent inflow cases are presented. The

results are compared to experimental correlations for liquid jets in supersonic crossflow

trajectory. In addition, the column fracture location is analyzed and compared to sub-

sonic trends.

The results are summarized in chapter 6. Conclusions from the work are discussed.

Finally, suggestions and directions for future work are presented for further investigation.
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CHAPTER 2. NUMERICAL APPROACH

This chapter discusses the numerical approach of work. The numerical approach

presented is based on the work of Garrick et al. [18–20]. The governing equations are

presented and details of the numerical method and implementation are then discussed.

2.1 Governing Equations

The compressible multicomponent Navier-Stokes equations with capillary force terms

govern the fluid flow for the problems to be considered [58]. In order to model the two-

fluid problem the five equation model of Allaire is employed [2] utilizing a interface

capturing approach [5, 68, 69]:

∂ρ1φ1

∂t
+∇ · (ρ1φ1~V ) = 0 (2.1)

∂ρ2φ2

∂t
+∇ · (ρ2φ2~V ) = 0 (2.2)

∂ρ~V

∂t
+∇ · (ρ~V ~V+pI) = 1

Rea
∇ · τ + 1

Wea
κ∇φ1 (2.3)

∂E

∂t
+∇·((E + p)~V ) = 1

Rea
∇ · (τ · ~V ) + 1

Wea
κ∇φ1 · ~V (2.4)

∂φ1

∂t
+ ~V · ∇φ1 = 0 (2.5)
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Equations 2.1 and 2.2 are continuity equations for the liquid and gas densities which

are given by ρ1φ1 and ρ2φ2. The combined fluid density is given by ρ and individual

fluid volume fractions by φ1 and φ2 for the liquid and gas respectively. Momentum

conservation is provided by the vector set of Eqs. 2.3, where the vector velocity is given

by ~V = {u, v, w}T , and total energy conservation by Eq. 2.4. The non-dimensional

parameters Rea and Wea are the acoustic Reynolds and Weber numbers, p is the pressure,

and κ the interface curvature. The total energy, E, is given by

E = ρe+ 1
2ρ
~V · ~V , (2.6)

where e is the specific internal energy. The viscous stress tensor is given by

τ = 2µ
(
D − 1

3(∇ · ~V )I
)
, (2.7)

where

D = 1
2
(
∇~V + (∇~V )T

)
(2.8)

is the deformation rate tensor and µ is the non-dimensional mixture viscosity. A sum-

mary of the non-dimensionalizations used is presented in Table 2.1 where the ‘stared’(*)

quantities are the dimensional values and the reference state denoted by a ’0’ subscript.

Equation 2.5 is a transport equation for the volume fraction and is used in determining

the interface location [2, 5]. The individual mass continuity equations discretely conserve

the mass of both individual phases, and thus total mass as well. Surface tension is

Table 2.1 Non-dimensionalization used in the model
Parameter Rule
Density ρ = ρ∗/ρ∗0
Velocity u = u∗/a∗0
Pressure p = p∗/ρ∗0a

∗
0

Position x = x∗/l∗0
Time t = t∗a∗0/l

∗
0

Acoustic Reynolds Number Rea = 1/µ = ρ∗0 a
∗
0 l
∗
0/µ

∗
0

Acoustic Weber Number Wea = 1/σ = ρ∗0 a
∗2
0 l∗0/σ

∗
0
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implemented through the use of the Continuum Surface Force model [58] with source

terms in both the momentum and energy equations.

The diffuse interface capturing approach smears the material interface over multiple

grid points. To model the fluid in this region it is treated as a mixture of the two fluids

and mixture relations are needed to specify the properties [2, 9]. The mixture volume

fraction of combination sums to unity:

φ2 = 1− φ1. (2.9)

Furthermore, the total density and internal energy are given by

ρ = ρ1φ1 + ρ2φ2 (2.10)

and

ρe = ρ1φ1e1 + ρ2φ2e2. (2.11)

Assuming isobaric conditions at the interface the stiffened gas equation of state [24]

is used to close the model

p = (γ − 1)ρe− γπ∞. (2.12)

Using this equation of state, the total energy can be rewritten as

E = Γp+ Π + 1
2ρ
~V · ~V (2.13)

where Γ and Π are given by

Γ = 1
γ − 1 = φ1

γ1 − 1 + φ2

γ2 − 1 , (2.14)

Π = γπ∞
γ − 1 = φ1γ1π∞,1

γ1 − 1 + φ2γ2π∞,2
γ2 − 1 . (2.15)

The properties of each fluid are dictated by the values for γ1,2 and π∞,1,2. For gaseous

fluids γ is taken to be equal to the physical value of gamma and π∞ = 0. However,
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for liquids both γ and π∞ are fitting parameters used to match the behavior of the

fluid [9, 50].

The speed of sound of the resulting mixture is given by

c =
√
γ(p+ π∞)

ρ
(2.16)

with γ and π∞ taken as the mixture values as given in Eqs. 2.14 and 2.15. Nega-

tive pressures can arise using the stiffened gas equation of state when modeling liquid

phases [7, 14, 64, 67]. To ensure stability in the presence of negative pressures, γ(p+π∞)

is bounded to a small positive value when calculating the speed of sound [19]

γ(p+ π∞) = max(γ(p+ π∞), 1.0× 10−9). (2.17)

Lastly, the mixture viscosity is given by [9, 58]

µ = Nφ1 + φ2 (2.18)

where the liquid to gas viscosity ratio is defined as N = µ1/µ2.

In addition to the acoustic Reynolds and Weber numbers presented in Table 2.1, the

crossflow Reynolds and Weber numbers are relevant to the description of a liquid jet

in crossflow. These non-dimensional parameters are based on the crossflow freestream

velocity u∗0. These parameters are related to the respective acoustic parameters,

Recf = ρ∗0u
∗
0l
∗
0

µ∗0
= Rea

u∗0
a∗0

(2.19)

Wecf = ρ∗0u
∗2
0 l
∗
0

σ∗0
= Wea

u∗20
a∗20

, (2.20)

and will be used in the simulation and analysis of atomization problems.
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2.2 Numerical Method

The governing equations are discretized on a rectilinear grid in a finite volume ap-

proach.

∂ ~Qi,j,k

∂t
=− 1

∆x
(
(~fi+1/2,j,k − ~fi−1/2,j,k)

)
− 1

∆y
(
(~gi,j+1/2,k − ~gi,j−1/2,k)

)
− 1

∆z
(
(~hi,j,k+1/2 − ~hi,j,k−1/2)

)
+ ~Si,j,k (2.21)

In this semi-discrete equation the vector of state variables is given by

~Q =



ρ1φ1

ρ2φ2

ρ~V

E

φ1



, (2.22)

the grid spacings by ∆x, ∆y, and ∆z, where ∆x = xi+1/2 − xi−1/2 and similar for y and

z. The cell fluxes are given by ~f , ~g and ~h for the x, y, and z normal cell faces respectively

consisting of conservative convective and viscous fluxes

~f = ~f c + ~f v, (2.23)

and the source terms given by ~S.

The conservative convective flux is computed utilizing the HLLC Riemann solver

[73, 74] with modifications for surface tension and the given two-fluid model [20]. The

left and right states given to the Riemann solver are reconstructed using the Mono-

tonic Upstream-Centered Scheme for Conservation Laws (MUSCL) [37] on the primitive

variables for all computational cells utilizing a minmod limiter.

A tangent of hyperbola interface capturing scheme, ρ-THINC, is utilized [19] replacing

the MUSCL reconstruction scheme for the volume fraction and phasic densities at the
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interface. The reconstruction scheme assumes a hyperbolic tangent profile in cells contain

the fluid interface for the volume fraction and phasic densities [54]

φi(X) = 1
2 (1 + tanh(βi(σiX + xic))) forX ∈ [0, 1]. (2.24)

The center of the interface is given by xi, X is the distance from the lower cell face nor-

malized by the local cell length, ∆x, and σi = ±1 specifies the sign of the volume fraction

gradient. The thickness of the interface is weighted by the local interface orientation and

a parameter to specify slope through β [79]:

βi = β|nx,i|+ 0.01. (2.25)

Then if

φi =
∫ 1

0
φi(X)dX, (2.26)

is required [54] the interface center for the cell can be uniquely determined and Eq. 2.24

can be solved for φi(X) to determine the left and right states. Making a similar assump-

tion for the phasic densities [19]

(ρ1φ1)i = ρ1

∫ 1

0
φ1,i(X)dX (2.27)

(ρ2φ2)i = ρ2

∫ 1

0
φ2,i(X)dX, (2.28)

allows for a solution for φ1 and φ2. This can then be used in conjunction with Eq. 2.24

to reconstruct the values at the cell faces

(ρ1φ1)Ri−1/2 = 4σiβi(ρ1φ1)i
A+ 2σiβi

φi(X = 0) (2.29)

(ρ2φ2)Ri−1/2 = 4σiβi(ρ2φ2)i
A− 2σiβi

(1− φi(X = 0)), (2.30)
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where

A = ln
(

(exp(2σiβi) exp(2βixic) + 1)2

exp(2σiβi)(exp(2βixic) + 1)2

)
, (2.31)

and similarly for the left states at i+ 1/2 with X = 1.

Reconstruction is applied for any cell in which ε < φ1 ≤ 1−ε where epsilon is specified

as ε = 10−5. In addition, the requirement that (φi+1 − φi)(φi − φi−1) > 0 is applied as

a monotonicity constraint. This approaches follows that of Shyue and Xiao [70] and is

applied on a dimension by dimension basis [19].

To calculate the viscous fluxes the approach Coralic and Colonius [9] is followed. For

consistency the velocities obtained as the solution to the Riemann problem at the face

are utilized

∂~Vi,j,k
∂x

=
~Vi+1/2,j,k − ~Vi−1/2,j,k

∆x . (2.32)

The velocity gradients at the face are then computed

∇~V = 1
2((∇~V )L + (∇~V )R). (2.33)

The viscous fluxes are then calculated at each face utilizing these values in the compu-

tation of the viscous stress tensor.

The scheme is moved forward in time using the third order, total variation diminishing

(TVD) Runge-Kutta scheme [21]

~Q(1) = ~Qn + ∆tL( ~Qn) (2.34)

~Q(2) = 3
4
~Qn + 1

4
(
~Q(1) + ∆tL( ~Q(1))

)
(2.35)

~Qn+1 = 1
3
~Qn + 2

3
(
~Q(2) + ∆tL( ~Q(2))

)
(2.36)

with the right hand side of Eq. 2.21 represented by L( ~Q).
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CHAPTER 3. SOLVER DEVELOPMENT

This chapter discusses some of the improvements made to the computational solver

to enable the solution of problems of interest. In particular rectilinear grids are added to

reduce computational expense and parallelization completed to utilize additional com-

putational resources. A turbulent inflow condition is also added.

3.1 Rectilinear Grids

To efficiently make use of computational resources and focus computational effort on

regions of interest the solver is modified to utilize rectilinear, or stretched, grids and a

grid generation routine is created to generate suitable grids. An example of such a grid is

shown in Fig. 3.1, where it is used in a preliminary simulation of a liquid jet in subsonic

crossflow.

The grid spacing in each direction is broken up into an arbitrary number of layers or

regions where grid spacing can be specified on a dimension by dimension basis so as to

best capture the flow physics of interest. In each layer the spacing and stretching ratios

can be controlled, while cell sizes at the adjoining regions are matched to prevent abrupt

changes in grid spacing. Combined these features provide for the creation of grids that

can be efficiently tailored to capture flow physics while reducing overall computational

requirements. This results in a large savings in computational cost, especially in 3

dimensions. In the case presented in Fig. 3.1 the stretched grid yields a reduction in

cell count of over 70% compared to a corresponding uniform grid–leading to a similar
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Figure 3.1 Example of a 3 dimensional rectilinear grid used in preliminary simulations
of a liquid jet in crossflow; only every other grid point is plotted.

reduction in computational cost. This is a reduction from 24 million grid cells to 6.2

million cells. While this level of computational savings in not possible for all problems,

the savings in computational cost is significant across a number of the cases investigated.

3.2 Parallelization

Given the size of the problems to be considered–on the order of 100 million cells–

in order to be able to solve the problems in a reasonable amount of time the use of

parallel resources is necessary. Given the nature of the available computational resources

distributed memory parallelization is necessary. To this end, the code is parallelized

utilizing Message Passing Interface (MPI) [15] to enable the use of large clusters of

distributed resources.
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In a parallel MPI implementation every processor independently runs the application

and message passing or communication between processors only occurs when specifically

implemented through MPI function calls. The conversion of a serial explicit flow solver–

especially one employing ghost cells for imposing boundary conditions–to parallel is a

relatively straightforward procedure. For the approach utilized here communications

are only needed to update the ghost cells and adjust time step size to enforce the CFL

condition.

Ghost cells are additional cells that are added at the edge of the domain and used to

enforce a proscribed boundary condition. Before each time or sub-time step the values

in these cell are updated to apply the specified boundary condition. Fluxes are then

computed on the interior to the domain utilizing the ghost cells to enforce the boundary

conditions without modification to the local stencil. The solution is then advanced

utilizing the computed fluxes and the ghost cells are updated prior to beginning the next

iteration.

To parallelize the solver, the solution domain is decomposed into individual processor

grids. An example of a 2 dimensional decomposition is presented in Fig. 3.2. After

decomposing the domain each grid contains one part of the solution domain with ghost

cells surrounding each individual domain. The numbers represent the process number

associated with each sub grid and the ghost cells are shown by the area between the solid

and dash boxes as shown for process zero. The ghost cells overlap with the neighboring

computational domain for the interior boundaries. In this approach each grid proceeds

in an identical fashion as a serial approach with the exception of boundary condition

enforcement.

The exterior, true boundary, ghost cells are updated in a similar fashion as a serial

approach to enforce the specified boundary conditions. The interior ghost cells are up-

dated to store the relevant solution data from neighboring processors which become the

boundary conditions for these cells. As previously mentioned, at the completion of every
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Figure 3.2 Example 2 dimensional domain decomposition.

sub time step the boundary conditions are updated at which point the interior processor

grids pass the relevant solution data to the neighboring processors which is stored in the

ghost cells.

The time step size must also be properly treated to satisfy the stability criterion.

The maximum wave speed is computed on each of the individual processor grids at the

beginning of each time step. Then an MPI function call is used to reduce the maximum

value on each grid to the global value. This value is used to adjust the time step size if

necessary and the new time step size is broadcast to each processor.

The strong scaling performance is investigated after completing the MPI implemen-

tation. To assess the performance both the speed-up and efficiency of the scaling is

explored. The speed up relative to the reference cases is presented where the speed-up

is defined [22]

Speed-up = Total Time for Reference Case
Total Time , (3.1)

and efficiency [51]

Efficiency = Speed-up
Number of Nodes / Reference Number of Nodes . (3.2)
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Figure 3.3 Strong scaling performance of method implementation at various grid sizes
on (a) Iowa State’s Condo cluster and (b) AFRL’s Thunder cluster.

Tests are run on two different clusters at varying grid resolutions and the results are

presented in Fig. 3.3 Condo is a cluster hosted at Iowa State University and consists of

two 2.6 GHz 8-core Intel E5-2640v3 cpu’s for a total of 16 cores per node. It has 188 total

nodes with 40 gigabit InfiniBand interconnects for internode communications. Thunder

is a cluster hosted by the Air Force Research Laboratory (AFRL) at Wright-Patterson

Air Force Base. It consists of two 2.3 GHz 18-core Intel E5-2699v3 cpu’s for a total

of 36 cores per node. Combined it has 3216 standard memory nodes with 56 gigabit

InfiniBand interconnects resulting in over 100,000 cores. The reference case for Condo
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is one node, while the Thunder reference case required a four node reference case due to

memory requirements for the grid and available memory.

The simulations on Condo are run from core counts from 16 to 768 and from 144 to

18,432 on Thunder at the fixed overall grid sizes listed. Good scaling across all of the

cases is seen with efficiencies of greater than 80% for the largest grid size on Condo. On

Thunder an efficiency of greater than 75% is seen utilizing 9216 cores and 65% at the

largest core count of 18,432 using 512 nodes. Overall good scaling is seen considering

the large core counts explored here. The efficient scaling allows for the use of large core

counts for simulations that will be necessary for the problems of interest.

3.3 Turbulent Inflow

To investigate the effects of turbulent liquid inflow on the primary atomization of

liquid jets in supersonic crossflow the ability to add turbulent fluctuations to the jet

inflow are necessary. The addition of turbulent fluctuations can be accomplished in a

number of ways [10]. Precursor simulations can be run but they add additional cost to

the overall computation solely to obtain the inflow conditions [46, 81]. Recycling methods

can also be used where the data is extracted downstream of the inlet and then recycled

after rescaling to enforce the inlet conditions [46, 62, 75, 82]. This however requires

simulation of the inlet sufficiently far upstream such that recycling can be applied in

an equilibrium region [32]. Another option is using a synthetic turbulence generation

technique [33, 34, 71, 72]. These techniques are often relatively cheap in implementation

in comparison to other methods [10]. Here a Fourier Transform approach is utilized

from the work of Mehrabadi et al. [49] that implements the method documented by

Rogallo [61]. This approach is based off of the model spectrum given by Pope and

generates isotropic homogeneous turbulence [60].
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To utilize the method a Taylor Microscale Reynolds number and large eddy size are

provided. The Taylor Microscale Reynolds number can be calculated from the turbulent

Reynolds number [12, 60]

Reλ =
(20

3 ReL

)1/2
. (3.3)

The turbulent Reynolds number is defined as

ReL = k1/2L

ν
, (3.4)

where the turbulent kinetic energy is given by k, ν is the kinimatic viscosity (ν = µ/ρ),

and L is integral length scale. Furthermore the turbulent kinetic energy is related to the

turbulence intensity, I = u′/Uj,

k = 1
2uiui = 3

2u
′ 2 = 3

2(IUj)2, (3.5)

where Uj is the mean jet inlet velocity and u′ the root mean squared of the velocity

fluctuations.

The velocity fluctuations generated are then mapped to the liquid inlet as shown in

Fig. 3.4. To map the velocity fluctuations time dependently the velocity is extracted

form a time dependent cross-section of the generated fluctuations. At the beginning of

each time step the plane is advanced at the mean jet velocity and then frozen for the

duration of the time step. These fluctuations are then mapped to jet inlet and added

to the mean jet velocity. This process is continued until one full length of the domain

of the generated velocity fluctuations has been transversed. The start location is then

randomized in the periodic box to help mitigate the effects of a regular period velocity

fluctuations on the solution. The box is then again transversed one full length before

repeating.
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Figure 3.4 Turbulent inflow mapping to main simulation.

This approach provides a simple and computationally cheap method of generating

fluctuations in the liquid inflow. Furthermore, the process develops the tools necessary

in the main simulation to utilize alternative methods such as precursor simulations. The

method can easily be adapted to utilize alternative databases of velocity fluctuations for

the inlet domain.
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CHAPTER 4. LIQUID JET IN SUBSONIC CROSSFLOW

Previous validation of the approach has shown good agreement with a variety of test

cases [20]. In this chapter a validation against a more complex case of a liquid jet in

subsonic crossflow is performed. The majority of results presented have been published

in Hagen et al. [23].

A variety of experimental literature exists considering a wide range of conditions [4,

63, 77]. These conditions range from turbulent [36] to non-turbulent [77], pulsed in-

jection [17], and injection at various angles to the freestream [45] at a wide variety of

crossflow conditions. However, a variety of uncertainties exist that can cause difficul-

ties when attempting to simulate and compare to a given experimental condition. In

particular, results are often quite sensitive to the inflow parameters of both the liquid

and gaseous crossflow as has been seen in both experiments and simulations [45, 56, 80]

Furthermore, the velocity profiles of the inflows are often not fully quantified with ex-

periments often only providing a mass flow rate or mean velocity for the liquid inflow.

The numerical simulation is designed to model the experimental results of Wu et

al. [77]. A number of shadowgraph images presenting snapshots of the liquid jet atom-

ization are provided and a number of correlations a presented including jet penetration

and break-up locations. In addition, comparisons are made to the experimental work of

Sallam et al. [63]. Sallam et al. provides a number of experimental correlations including

the wavelengths of surface instabilities on the windward side of the jet. In addition, the

experimental setup is carefully designed to reduce crossflow boundary layer development.



24

4.1 Simulation Conditions

The case selected is based on the experimental results of Wu et al. [77]. A liquid

water jet is injected into a air crossflow and the atomization of the liquid jet is observed.

The simulation parameters are presented in Table 4.1.

Table 4.1 Subsonic validation simulation parameters

Simulation Parameter Value
Mach Number 0.21
Recf 6760
Wecf 139
Rea 31817
Wea 3087
ε 566
q 9.4
N 47

The crossflow velocity is 70.9 m/s resulting in a Mach number of 0.21. This results

in crossflow Reynolds and Weber numbers of 6760 and 139 respectively. The momentum

flux ratio,

q =
ρjetu

2
jet

ρ∞u2
∞
, (4.1)

is 9.4. The liquid and gas densities are 996 kg·m−3 and 1.76 kg·m−3 respectively resulting

in a density ratio, ε, of 566. In addition, the pressure in the test section is sustained at

140 kPa.

The liquid jet is injected into a uniform velocity crossflow at t=0. The jet has a

uniform constant velocity profile and is injected through a nozzle with a non-dimensional

diameter D=1.0. This values corresponds to the 1.0 mm diameter used in the experiment.

To model the liquid, the stiffened gas equation of state parameters are taken as γ1 = 4.4

and π∞,1 = 6× 108 Pa. The gaseous phase, air, is modeled with γ2 = 1.4 and π∞,2 = 0.

The rectangular computational domain extended from (-6.0D, 0.0D, 0.0D) to (22.0D,

8.0D, 19.0D) resulting in a rectangular prism of 28mm × 8mm × 19mm. The x axis is
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aligned with the gas crossflow direction with the y and z axes aligned with the transverse

direction and the vertical jet injection direction respectively. The jet is injected centered

at the origin, (0.0D, 0.0D, 0.0D), and extended in radial direction with a radius of

0.5D. Around the jet a uniform grid is utilized extending from (-1.0D, 0.0D, 0.0D) to

(13.0D, 2.5D, 12.0D). In the uniform region a grid resolution of ∆x = ∆y = ∆z =

D/64 is employed. In the remainder of the domain gradual stretching is utilized to

the computational domain boundaries to decrease the computational expense of the

simulation. The resulting grid consists of over 273 million computational cells and is

shown in Fig. 4.1 where only every 8th grid point is plotted. In addition a grid with

half the resolution ∆x = ∆y = ∆z = D/32 is also simulated to compare the liquid jet

trajectory at the two resolutions.

Figure 4.1 Liquid jet in subsonic crossflow computational domain; every 8th grid point
is plotted.

On the lower wall a no-slip boundary condition is applied. For the z-max and y-max

boundaries an extrapolation boundary condition is utilized. To reduce computational

expense a symmetry boundary condition is used at the y-min boundary, the jet centerline.

Finally, at x-min and x-max the boundaries are modeled as subsonic inflow and outflows.
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Using the Air Force Research Laboratory supercomputer Thunder the simulation was

run for 135 hours using 4608 cores to time t = 1000 resulting in a dimensional time

t∗ = 3.0 ms.

4.2 Results

A time history to the simulation is shown in Fig. 4.2 where every non-dimensional

time interval of 100 is plotted. The velocity magnitude is plotted as a contour on the

(a) t = 100 (b) t = 200 (c) t = 300

(d) t = 400 (e) t = 500 (f) t = 600

(g) t = 700 (h) t = 800 (i) t = 900

Figure 4.2 Subsonic simulation time history with the centerline velocity contour and
the gas-liquid interface isosurface, φ = 0.5, plotted.
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centerline of liquid jet where the crossflow is from left to right. The gas-liquid interface

is also plotted and reflected over the centerline where then interface is given by φ = 0.5.

During the first moments (a)-(b) the jet is injected into the domain and the aerody-

namic forces begin to affect the jet. The jet is bent rearwards and the liquid begins to

shed a few drops and ligaments from the main column. By t = 300 instabilities on the

windward surface of the jet begin to develop as more liquid is shed from the column.

In addition, a low velocity wake region behind the jet is seen to developing. During the

next intervals the wake region continues to develop and ligaments and drops continue

shedding at intervals. Around t = 500 the jet trajectory begins to stabilize and the shed-

ding of liquid becomes more regular. In addition, an interesting interaction between the

velocity and the liquid column breakup is seen. High velocity regions appear to quickly

push through the areas where the liquid column breaks up. This results in streaks of

relatively high velocity gas appearing between packets of liquid. This pattern continues

through the remaining of the simulation until the final time.

The gas-liquid isosurface at the final time is presented in Fig. 4.3. Along the windward

side of the column regular instability wavelengths are seen. These wavelengths eventually

give way to the breakup of the liquid column in ligaments and droplets. These then

continue to breakup up cascading to smaller features. In addition a secondary extension

can be seen on the side of the liquid jet breaking up early from the column and following

a slightly different trajectory. This also breaks up into ligaments and droplets similar to

the main column.

Comparing to the result of Wu et al. [77] a number of similar features are seen.

As in the experiment, the appearance of regular wavelengths on the windward surface

are present. In addition, the pattern of shedding of the large scale features is visible

which continue to breakup to smaller ligaments and droplets. However, the overall

trajectory of the liquid jet does appear to show some differences between the simulation

and experiment. Furthermore, a number of small scale features are absent from the
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(a) left

(b) top

Figure 4.3 Liquid jet isosurface φ = 0.5 at the final time t = 1000.



29

simulation. The absence of the smallest scales is an issue of available grid resolution.

Although ideally a higher resolution case would be simulated to address this, the given

computational cost is not currently feasible given the available resources. However, the

large scale features are still observed to be reasonably captured. Overall the simulation

shows good qualitative agreement with the experimental results of Wu et al. [77].

To quantitatively investigate the simulations results are compared to a number of

different experimental measurements. First, the trajectory of the liquid jet is compared

to the experimental results of Wu et al. [77]. The trajectory of of jet is extracted following

a similar approach to Wu at a number of times. The liquid jet is extracted from the

simulation (φ1 ≥ 0.5) to obtain the trajectory. The windward surface is then identified

along the jet at a number of times. The results of the simulations at two resolutions are

shown in Fig. 4.4 where they are compared to a selection of points form Wu et al. [77].

In addition, the correlation obtained by Wu is also presented.
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Figure 4.4 Liquid jet trajectory obtained from the simulation compared to the experi-
mental results of Wu et al. [77].

The two grid resolutions show good agreement predicting the liquid jet trajectory

throughout. Only minimal differences are seen between the two trajectories. The trajec-
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tory shows good overall agreement with the experimental results throughout the liquid

path. However, the penetration of the jet is noted to be slightly less than the exper-

imental results. The systematic nature of the reduced jet trajectory in comparison to

the experimental results suggests that a systematic source of error, perhaps a boundary

layer, might be absent from the simulation.

The fracture location of the liquid column vertically and downstream is another fre-

quently quantified property of liquid jets. The downstream breakup distance is measured

along the x axis from the windward size of the jet at the injection location to the fracture

location while the vertical breakup location is measured from the injection location to

the breakup location along the z axis. Measurements at multiple times are taken and

averaged for a mean breakup location of the liquid column due to the unsteady nature

of the breakup location.

The vertical breakup location is presented in Fig. 4.5 where it is compared to the

experimental values. It is observed, not unexpectedly, that similar conclusions to those

obtained from the trajectory are seen. A slightly shorter breakup height is seen than
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Figure 4.5 Height of the liquid column breakup location obtained in comparison to Wu
et al. [77].
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observed in the experimental results. The penetration height seems likely to be effected

by the lack of boundary layer in the simulation when compared to the experimental

results.

As such, the results of Sallam et al. [63] are used for additional comparison. In the

experiments of Sallam et al. particular care is taken reduce boundary layer development

in the gas crossflow in attempt to reduce uncertainties related to boundary layer effects.

The simulation result is compared to the experimental data of Sallam et al. in Fig. 4.6.

The ordinate in Fig. 4.6 is an empirical constant, tb/t∗ = Czb, that is directly proportional
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Figure 4.6 Simulated liquid column breakup time plotted against the experimental data
of Sallam [63] for liquid jets in crossflow.

to the breakup distance, zb, of the jet in the vertical direction. Here t∗ and tb are defined

as [53, 63]

t∗ = ε
1
2D/u∞ (4.2)

and

tb = zb/ujet. (4.3)

Then, substituting into the breakup coefficient equation

Czb = tb
t∗

= zb/ujet

ε
1
2D/u∞

= zb
D
q−

1
2 , (4.4)
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a relationship for zb is obtained. Compared to the experimental results of Sallam good

agreement with the simulation is seen with the obtained value which is well within the

range of experimental values obtained and lies close to the obtained fit. The empirical

breakup constant, Czb, is reported to be 2.5 by Sallam with and uncertainty of 7% at a

95% confidence level. This value is in agreement with the results of Lee [36] where a value

of 2.44 is reported at the same confidence interval at an uncertainty of 8%. A value of

2.34 is obtained from the simulation which agrees well with these results. In both of these

cases boundary layer development is minimized during the experimental testing likely

leading to the better agreement with the simulated values. The value obtain by Wu et

al. for comparison is 3.44 overall for all of the liquids tested and 3.6 for water specifically.

These differences suggest that the boundary layer quantification is important and likely

has an impact on liquid jet trajectory as mentioned by Mazallon et al. [48] and Osta et

al. [55].

Considering this result, returning the trajectory the simulation results are plotted

against the fit obtained by Sallam et al. in Fig. 4.7 for the trajectory of liquid of a jet

in the shear breakup regime (Wecf > 110). Significantly better agreement is observed

comparing to these results than the previous comparison to the data of Wu et al.

Returning to the fracture location, the downstream breakup location, xb, is also

measured as previously discussed. The breakup length obtained in the simulation is

plotted against the results of Wu et al. [77] as shown in Fig. 4.8. The simulated value of

the column fracture location agrees well with the spread of data in Wu et al. as shown.

In addition the results are also observed to agree well with the findings of Sallam et

al. [63] who reported a value of 8.0 in good agreement with the results of Wu et al.

Another quantity of significant interest is the wavelengths of the instabilities that

appear on the liquid column. These wavelengths develop on the liquid column and

can provide insight into the mechanisms related to primary atomization of a liquid col-

umn [63]. The wavelengths in the simulation are observed primarily on the windward
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Figure 4.7 Comparison of the jet trajectory to the fit of Sallam et al. [63].

side of the jet as can be seen in figure 4.3. This feature has been observed to show a

strong dependence on Weber number [63] and thus surface tension. As such, the surface

instability wavelengths are a good assessment of the effects of surface tension in the sim-

ulation. To examine this, the wavelengths of the instabilities are measured where they

first appear along the liquid column where as before the gas-liquid interfaces is given by

φ = 0.5. The wavelengths are measured at a few times and the average value is shown

in Fig. 4.9 where it is compared to the experimental data of Sallam et al. [63]. As is

observed the measured surface wavelengths agree fairly well with the experimental data.

This suggests that the numerical approach is able to capture the effects of surface tension

on the primary atomization of a transverse liquid jet.

Overall good agreement is seen with a number of experiemental parameters for this

subsonic case. Some uncertanties exist due the uncertainty of the boundary layer when

comparing to the results of Wu et al. [77]. However, the results of Sallam et al. [63]

suggest that the effects of the boundar layer could have an impact on the liquid jet
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Figure 4.8 Fracture distance of the liquid column as obtained in the simulation com-
pared to results of Wu [77].

trajectory. Comparing the entirety of the results it appears that the numerical approach

is well suited to the investigation of liquid jets in crossflows.
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Figure 4.9 Simulated Liquid surface wavelengths compared to experimental results of
Sallam [63].
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CHAPTER 5. LIQUID JET IN SUPERSONIC

CROSSFLOW

In this chapter a liquid jet in supersonic crossflow is considered. The simulation

conditions replicate an experiment performed by Lin at the Air Force Research Labora-

tory. The results are compared to the experimental correlations of Lin et al. [41] and

Yates [83]. The effect of turbulent inflow conditions for the liquid jet are investigated

to improve comparisons to experimental data. Previous work in subsonic primary at-

omization has shown inflow conditions can have significant effects on the jet trajectory

and breakup [36, 45, 56]. Multiple Taylor Microscale Reynolds numbers are considered

as the exact inflow conditions are not specified. The resulting effects on trajectory and

breakup location are investigated.

5.1 Simulation Conditions

The selected case for the supersonic simulation is based upon experiments performed

by the Air Force Research Lab. A liquid water jet is injected into an air crossflow as

in the subsonic case, however now the crossflow velocity is supersonic. The parameters

used for the supersonic simulation are presented in Table 5.1.

In this case, the crossflow has a Mach number of 2.0 and a freestream crossflow

velocity of 690 m/s. The crossflow Reynolds and Weber numbers are 11,808 and 2064

respectively due to the significant increase in crossflow velocity. An inlet velocity profile

was utilized to match the inflow conditions from experimental tests. The densities of the
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Table 5.1 Supersonic simulation parameters

Simulation Parameter Value
Mach Number 2.0
Recf 11809
Wecf 2064
Rea 5904
Wea 516
ε 3215
q 3.41
N 47

two fluids are 996 kg ·m−3 and 0.31 kg ·m−3 for the liquid and gas respectively resulting

in a density ratio for the two fluids of 3215.

At t = 0 the liquid jet is injected into the crossflow with a nozzle having a D = 1.0

non-dimensional diameter. The corresponding physical value for the nozzle is 1.02 mm.

Values for the stiffened gas equation of state parameters are given as before with γ1 = 4.4,

Π∞,1 = 6× 108 Pa and γ2 = 1.4,Π∞,2 = 0 for the liquid and gas phases respectively.

The computational domain is a rectangular cuboid in the region [-10.0D, 17.0D] ×

[0.0D, 8.0D] × [0.0D, 14.0D] in the x, y, and z directions. An identical coordinate system

as used in subsonic simulation is utilized. The jet is injected at the origin of the domain

with a radius of 0.5D. A uniform grid was used in around the injection location in the

region [-3.0D, 12.0D] × [0.0D, 4.0D] × [0.0D, 9.0D]. The resolution in the uniform region

is given by ∆x = ∆y = ∆z = D/20 and the grid gradually stretches outside of this area

to the boundaries to reduce computational expense. Two of the cases are run at a higher

grid resolution of ∆x = ∆y = ∆z = D/40. The resulting grid is shown in Fig. 5.1.

Similar boundary conditions as in the subsonic simulation are utilized. A no-slip

boundary condition is applied to the lower wall. An extrapolation boundary condition is

utilized for z-max and y-max and a symmetry boundary is used at y-min. The x-min and

x-max boundary conditions are modified to be supersonic inflow and outflow conditions
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Figure 5.1 Liquid jet in supersonic crossflow computational domain only every forth
grid point is plotted for the ∆x = D/20 case.

as is required by the supersonic Mach number with an inlet velocity profile matching

experimental data as presented in Fig. 5.2.

To explore the effect of turbulence on the liquid jet in supersonic crossflow, turbulent

fluctuations are added to the uniform mean inlet velocity of 22.6 m/s. As discussed in

section 3.3, homogeneous isotropic turbulent fluctuations are generated and mapped to

the liquid inlet in a time dependent fashion. Two turbulent intensities of 10% and 20%

are considered along with two large eddy length scales 1.0D and 0.1D. The turbulence

intensities are estimated from the work of Basse who quantified turbulence intensity in

the Princeton Superpipe [3]. Basse developed a relationship for the turbulence intensity

averaged over the pipe area

I = 0.317Re−0.110, (5.1)
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Figure 5.2 Gas inlet velocity profile used in supersonic crossflow simulation.

for a smooth pipe. The resulting turbulence intensity for given liquid Reynolds number

of approximately 22,500 is then 0.105. This result leads to the selection of the values 0.1

and 0.2 to explore a range of turbulence intensities. Four turbulent liquid inflow cases

are simulated as shown in Table 5.2 along with a comparison to a non-turbulent inflow

case as a baseline. The individual cases will be reference using their respective Taylor

Table 5.2 Turbulent inflow conditions and Taylor Microscale Reynolds number

Large Eddy Size
1.0D 0.1D

Intensity 0.1 145.4 46.0
0.2 205.6 65.0

Microscale Reynolds number using the conditions given in the table. The effect of the

turbulent fluctuations are explored here to gain an understanding of their impact on the

atomization of a liquid jet in supersonic crossflow.
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The simulations are until a time t = 600 resulting in a dimensional time of approx-

imately t∗ = 1.75 ms. Each simulation at a resolution of ∆x = D/40 took 72 hours to

run on 512 cores on the Condo cluster at Iowa State University.

5.2 Results

The results of the simulations at time intervals of t = 150 are presented in Fig. 5.3

where comparisons between the highest Taylor Microscale Reynolds number and the

non-turbulent cases are investigated. By the first time of t = 150 both simulations

show the liquid jet has traveled significantly into the domain. A bow shock is present

in front of the injection point and a wake is developing downstream of the liquid jet. A

separation region has developed upstream of the injection point. Liquid is starting to

shed from the non-turbulent case while liquid drops are seen downstream in the turbulent

case. Waves are developing along the windward surface of the turbulent case along with

a more upright trajectory than the uniform case.

At t = 300 surface waves along the windward surface have developed for both cases.

Comparing the breakup process a contrast is seen between the two cases. While the

non-turbulent case has liquid droplets that break off the reward portion of the column

relatively far downstream, large scale column breakup appears in the turbulent case with

large chunks of liquid breaking from the column at semi-regular intervals. In addition,

the trajectory differences at this time have become more apparent. The non-turbulent jet

quickly deflects in the crossflow direction in comparison to the turbulent jet penetrates

deeper into the crossflow. As a result, the wake regions also show variations between the

two cases.

This difference in wake regions is also seen at t = 450. In the non-turbulent case

the wake appears relatively well defined. In the turbulent case, a main wake region is

seen behind the liquid column. Due to differences in the breakup behavior chunks of
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t = 150

t = 300

t = 450

(a) Non-turbulent (b) Reλ = 206

Figure 5.3 Supersonic simulation time history with the centerline velocity contour and
the gas-liquid interface isosurface, φ = 0.5, plotted for the not-turbulent and
Reλ = 206 cases.
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liquid are ejected into the high velocity crossflow. Ahead of each of these packets of

liquid a bow shock appears and behind a wake region develops as seen in Fig. 5.4. These

packets of liquid then continue to breakup in ligaments and smaller droplets as the high

speed crossflow interacts with them. This results in a less well defined wake region with

relatively high velocity crossflow gas entering the wake region as seen at t = 450 for the

turbulent case.

Figure 5.4 Post column breakup liquid undergoing secondary breakup with the isosur-
face φ = 0.5 and centerline velocity magnitude.

The isosurface of the liquid at the final time of t = 600 is shown in Fig. 5.5 for

the two cases. Significant differences between the non-turbulent and turbulent cases

are observed. In particular a difference in the general breakup behavior is seen. In the

turbulent case relatively large amplitude waves appear in the liquid column which then

leads to column fracture. However, in the non-turbulent case these surface waves are still

present, but they are of a significantly reduced amplitude. Relatively smaller features are

generated initially as a result for the non-turbulent case as opposed to the larger scale

of breakup observed in the turbulent case. The column fracture location appears to be
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(a) Non-turbulent

(b) Reλ = 206

Figure 5.5 Liquid jet isosurface φ = 0.5 at the final time t = 600.
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Figure 5.6 Comparison of column fracture height during the second half of the simula-
tion.

significantly further downstream for the non-turbulent case. Finally, greater penetration

is seen in the turbulent cases as observed seen in both Fig. 5.3(b) and Fig. 5.5(b).

The time dependent column fracture location is extracted for both grid resolutions

for the uniform and Reλ = 206 cases and the results for the two simulations are shown in

Fig. 5.6. Relatively good average agreement is seen between the two grid resolutions for

both inlet conditions. However, for the non-turbulent case larger fluctuations are present

during the first portion while similar fluctuations are seen throughout the simulation for

the turbulent case. These fluctuations in the non-turbulent case reduce in magnitude

toward the end of the simulation. Considering this, the remainder of the results utilize

the ∆x = D/20 cases for comparison.

To quantitatively compare the trajectories the liquid at each x location is extracted

during the last 150 non-dimensional time units and the max value plotted as shown in

Fig. 5.7. The results are compared to empirical correlations as given by Eqs. 5.2 – 5.4.

z/D = 3.94q0.47(x/D)0.21 (5.2)

z/D = 4.73q0.30(x/D)0.30 (5.3)
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Figure 5.7 Trajectory of the liquid jet for various Reλ compared to empirical correla-
tions of Lin et al. [41] and Yates [83].

z/D = 1.1q0.5 ln(1 + 10x/D) (5.4)

Equation 5.2 is an empirical correlation developed by Lin et al. [41] using shadowgraph

visualization and Eq. 5.3 is obtained from PDPA [42]. Yates et al. also developed a

empirical correlation for the trajectory using direct-luminosity [83] which is given by

Eq. 5.4.

Comparing the simulation results to the experimental correlations it is observed that

the turbulent jets better match the experimental data. The non-turbulent jet under-

predicts the trajectory in relation to the experiments, in particular the PDPA measure-

ments of Lin et al. [42]. Overall, better agreement with the correlation of Yates is seen.

However, it is unknown what the exact inflow conditions are for either correlation. In

general, the jet trajectory appears to increase with an increase in the turbulence intensity

of the inflow. It is noted that the turbulent inflow here is likely not truly representative
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of the jet injector inflow as homogeneous isotropic turbulence is not representative of

developing turbulent pipe flow. However, the simulations suggest that turbulent inflow

has demonstrative effects on the liquid jet trajectory. This effect has been observed

in subsonic flow [56, 78] and highlights the importance of quantifying properties of the

injector exit particularly when comparisons to simulation data are desired.

Noting the apparent differences in the downstream column fracture location in Fig. 5.5

the breakup location is investigated. The breakup location is extracted at intervals
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Figure 5.8 Downstream column fracture location comparison for jet in supersonic cross-
flow compared to non-turbulent (NT) and turbulent (T) experimental data
of Lee et al. [36].

of ∆t = 5 during the second half of the simulation and then averaged. Although it has

little impact in the current study, an effective Weber number is used to compare the

supersonic results to the subsonic data. The effective Weber number is computed using

post shock values from the normal shock jump conditions [80]

Weeff = 2 + (γ − 1)M2

(γ + 1)M2 Wecf . (5.5)

The results are presented in Fig. 5.8 and compared to the subsonic results of Lee et

al. [36]. Both the fits developed by Lee and the measured data values are compared
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to the measured values in the supersonic simulations. Analyzing the results, the trend

appears to be consistent with the subsonic results. All four turbulent cases exhibit a re-

duced downstream fracture length when compared to the non-turbulent case. Somewhat

surprisingly, the column fracture distance shows decent agreement with the subsonic ex-

perimental results. The breakup location is skewed slightly down stream of the subsonic

results but still lies near the values obtained by Lee et al. [36]. This is interesting con-

sidering the simulation is in a very different flow regime from the subsonic experimental

results.

The breakup hight is also extracted and compared between the turbulent cases. The

results are presented in Fig. 5.9 and plotted against the Taylor Microscale Reynolds

number. The mean breakup height for the five cases considered here is 6.2. For the

range of Reynolds numbers considered the breakup hight shows very little variation.

The results suggest that although the downstream fracture length shows variation with

inlet turbulence, the breakup height is relatively insensitive to jet inlet turbulence. These

result differ from subsonic experiments that show a sensitively of breakup height to inflow

turbulence [37]. However–as noted previously–the flow regime is significantly different

than that of the subsonic jets investigated. In addition the turbulence applied to the

inlet is homogeneous isotropic turbulence which may result in a different conclusion than

that of a true injector which likely has a significantly different mean profile and turbulent

fluctuations.

Lastly, the shock stand off distance was measured for the simulations. The detach-

ment distance was measured 2.0D vertically from the jet injection location. At this

height a shock exists upstream of the liquid jet with and incoming Mach number of ap-

proximately 1.4 as measured in the simulations. This is slightly less than the predicted

value of approximately 1.5 using the inlet profile, likely due to effects of the separation

region in front of the jet injection location. The results are plotted in Fig. 5.10 where

they are compared to experimental data found in [40] along with the results of Xiao et
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Figure 5.9 Vertical column fracture location by Taylor Microscale Reynolds number,
Reλ

al. [80]. As discussed in Xiao et al. [80], the simulated results lie between the values for

a cylinder and sphere. This is logical considering while the lower portion of the jet ap-

proximately represents a cylinder, while the upper portion gives way as it is deflected by

the freestream allowing the crossflow to deflect upward while still providing more overall

blockage than that of flow around a sphere. Overall, the detachment distance appears

to be a reasonable value. In addition, there does not appear to be any dependence on

jet inlet conditions for the cases considered.
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Figure 5.10 Shock standoff distance vs. Mach number compared against the results of
Xiao et al. [80] and experimental data from Liepmann and Roshko [40].
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CHAPTER 6. CONCLUSION AND FUTURE WORK

6.1 Conclusion

The atomization of liquid jets in crossflow have long been a topic of interest. A

variety of experimental correlations have been developed for transverse liquid jets across

a variety of conditions. However, experiments are often limited in their ability to observe

all relevant features. Numerical simulations have the potential to provide additional

insight into this complex problem, but until recently detailed numerical simulations were

infeasible due to computational expense.

In this work a compressible multicomponent framework is presented that is able to

solve compressible atomization problems. Modifications to the solver are completed to

assist in the solution of the complex problems of interest. Rectilinear grids are added to

reduce cell count and computational cost. To leverage large distributed computational

resources, parallelization is implemented through the use of the Message Passing Inter-

face. The scaling of the implementation is tested and is observed to scale efficiently to

hundreds and thousands of CPU cores. In addition, a turbulent inflow boundary condi-

tion is developed using a synthetic turbulence generation method. The inflow condition

is easily modifiable to enable the utilization of alternative inlet fluctuation data.

The numerical approach is validated against a liquid jet in crossflow. The results

are compared to experimental correlations for trajectory, column fracture location, and

surface instabilities. Good agreement is observed, although some uncertainties due to

lack of boundary layer quantification are discussed. The trajectory, column fracture
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location, and surface instabilities are observed to show good agreement with the results

Sallam et al. [63], while the trajectory and breakup height are slightly lower than reported

by Wu et al. [77].

A liquid jet in supersonic crossflow is investigated and the effect of turbulence on

the liquid jet inflow and trajectory are explored. A range of turbulent inflow cases are

simulated and results compared to a non-turbulent base case. A number of qualitative

differences are observed between the turbulent on non-turbulent cases similar to previous

results for subsonic crossflow. In general the simulations suggested an increase in jet

penetration as the turbulence intensity increased. Interestingly, the downstream column

breakup length agrees reasonably well with previous subsonic results. In contrast, the

column fracture height appears to show little sensitivity to Taylor Microscale Reynolds

number. The results suggest jet inflow conditions are important for transverse liquid jets

in supersonic crossflow as has been previously discussed for subsonic crossflow conditions.

6.2 Future Work

A number of extension to the work are possible. First, a more realistic turbulent inflow

for the liquid could be added to the simulation as the inflow is unlikely to be described

by homogeneous isotropic turbulence. This inflow could be generated in a variety of

ways as discussed in section 3.3. In particular, some options include a precursor direct

numerical simulation or large eddy simulation of the injector geometry or an alternative

synthetic generation method that more faithfully represents the inflow.

In addition, working with experimentalists to obtain better boundary conditions for

the inlet are another possibility. The sensitivity of transverse liquid jet atomization to

inflow conditions presents difficulties when attempting to compare numerical approaches

to experimental results. Well defined boundary conditions could provide for better vali-

dation of numerical approaches as uncertainties from the simulations are removed.
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A number of additions to the approach could also be explored, both in the physics and

the numerical method. To help reduce the computational cost of the simulations multi-

block meshes or adaptive mesh refinement could be explored. Adaptive mesh refinement

would likely be most beneficial during the early stages of the simulation while the liquid

only occupies a small percentage of the domain. The cost, however, might exceed the

benefits at latter times due to the necessity of load balancing and the large percentage

of the domain the liquid occupies. Additional physical models could also be added to

the numerical approach. The effects of evaporation of the liquid fuel could be explored.

Another option would be to explore the addition of combustion models to the numerical

approach.

Lastly, the detailed simulation capabilities discussed here could be used to further

the development of design based tools such as industrial computational fluid dynamics

approaches. As the simulations can provide additional insights in the flow physics, they

can be used to supplement experimental data in the development of reduced order simu-

lations. In particular, the detailed simulations could be utilized to help inform breakup

models or subgrid atomization models that can be used in computationally cheaper sim-

ulations.
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