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1. INTRODUCTION 

1.1. General 

It is necessary to treat water obtained from natural sources in order to make 

it fit for human consumption, as well as satisfactory for industrial use. 

This is so because natural water, drawn from surface water sources (like lakes 

and rivers) is usually contaminated. This may be because of chemical contami­

nants like clay and silt particles, humic acids, fulvic acids and other color causing 

compounds, or biological contaminants like bacteria, viruses, fungi and algae. 

Even though it would be desirable to remove all contaminants completely from 

the water, such an approach is rarely taken because of the prohibitive expenses 

involved. Technologically and economically, it is much easier to merely reduce the 

amounts of contaminants to levels which have been deemed "acceptable". However, 

with every passing day, as our knowledge of the health risks associated with sundry 

contaminants increases, the levels to which contaminant concentration must be 

reduced, through treatment, is made even smaller; making the treatment of water 

a challenging feat. 

In order to comply with these standards, while keeping the costs of treating 

water low, it is necessary to optimize the performance of the entire water treatment 

process. 
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Optimization, however, can take place only if one can mathematically analyze 

and predict each of the unit processes which comprise a given water treatment 

process stream. And, in order to arrive at a mathematical model of a system, it is 

absolutely necessary to have a conceptual model of the physical phenomena which 

govern the behavior of each of the unit processes. 

Thus, it is imperative that a thorough understanding of these processes be 

acquired before any successes can be had in the achievement of complete control on 

their outcome. 

1.2. Mix~ng 

Extensive work has been done in the field of sanitary / environmental engineer­

ing in trying to develop an understanding of most of the critical unit processes 

involved in a water treatment process stream. For example, conventional water 

treatment operations for removal of turbidity from water consist of four unit proc­

ess: mixing, flocculation, sedimentation, and filtration. The basic purpose of each 

of these processes is as follows: 

• Mixing: for dispersal of coagulant and destabilization of the colloids which 

are to be removed. 

• Flocculation: for the growth of the destabilized particles for easy removal 

by settling and filtration. 

• Sedimentation: for easy removal of large floes by gravity. 

• Filtration: for the removal of fine particles. 
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Of these four unit processes, the latter three have been studied in considerable 

detail by sanitary/environmental engineers; which is why their behavior is much 

better understood than that of the first process. The process of mixing, however, 

has not been investigated as thoroughly as the rest. The reasons for this are many. 

Some of them are as follows: 

• Unlike flocculation, sedimentation, and filtration; rapid mixing does not have 

a pronounced visual impact on the water being treated, leading to a false 

conclusion that the process is a 'non-critical' one. 

• Design guidelines for rapid mixing include very large safety factors (more 

appropriately called the factors of ignorance), leading to gross over-design, 

which rarely ever results in a water treatment plant operation problem being 

blamed on the mixing step. 

• The processes of flocculation, sedimentation, and filtration, because of their 

'physical' nature, have been studied (and explained) predominantly from a 

hydrodynamic/fluid mechanics standpoint, which is based on relatively well 

established principles. Mixing (rapid mixing or flash mixing), however, is a 

'physico-chemical' phenomenon and needs to be studied from a joint chemical 

and hydrodynamics standpoint. In the absence of a well established theory 

coupling these diverse topics, not much progress could have been made in this 

direction. 

Monumental work has been done in establishing the chemical aspects of coag­

ulation, thanks to the efforts of colloid scientists. Given the colossal importance 
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of coagulant chemistry in water treatment, it is not hard to understand why re­

searchers, in sanitary/environmental engineering, have concentrated their energies 

(and still continue to do so) trying to unravel the mystery of chemistry in coagu­

lation. However, an excessive emphasis on the chemical aspects of the coagulation 

problem, accompanied by a veritable neglect of the hydrodynamic aspects, has re­

sulted in a rather lop-sided understanding of the mechanisms underlying the effects 

caused by the process of rapid mixing. 

In fact, until recently, a joint chemical and hydrodynamic approach has not 

been possible; partly due to a general lack of understanding of the phenomenon 

of turbulent fluid flow among sanitary and environmental engineers, and partly 

because of the extremely high speed with which the process of colloid destabilization 

takes place. 

Fortunately, recent advances in the theory of fluid mixing, turbulent flows in 

continuous stirred-tank reactors (CSTRs) and mixing with fast chemical reactions 

in turbulent flows have provided some material which can be used in an attempt to 

make a conceptual model which combines the chemical and hydrodynamic aspects 

of such problems. 

With these thoughts in mind, the prospects of achieving a better understanding 

of the physical phenomena which underlie the processes of mixing, colloid destabi­

lization, and flocculation seem to have increased tremendously. This understanding 

can serve as the foundation on which a mathematical model of this process can 

be made, providing engineers with a tool to optimize mixing/colloid destabiliza­

tion/flocculation as well as the overall water treatment process. 



5 

2. OBJECTIVE 

The overall objective of this study is to make an attempt to understand better 

• the mechanisms which underlie the process of fluid mixing, as applied to the 

unit process of rapid mixing and as practiced in the field of water treatment 

and 

• how rapid coagulant mixing fits into the general scheme of things VIs-a-VIS 

water treatment. 

Based on this understanding of the rapid mixing process, an attempt will also be 

made to explain the effects of 

1. intensity of turbulence and 

2. temperature 

on the outcome of this process, as seen in experiments involving these variables. 

This attempt will be slightly different from preceding attempts made by other 

investigators of this process. It is felt that so far, most of the experimental studies 

on the process of coagulant mixing tend to be based on concepts (like G) which are 

still unproven (and often misused and abused) but, in the absence of any better 

substitutes, continue to be supported by the sanitary/environmental engineering 
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community. There have been few attempts at providing theoretical models for 

conceptual explanations of the effects of the process of rapid mixing because of 

reasons mentioned in Chapter 1. 

This is decidedly not an attempt to formulate a mathematical model for the 

process of rapid mixing. It is merely an effort to look at the physical phenomena 

which constitute the entire process of mixing and coagulation. Having clarified 

these points, we now take a closer look at the problem. 

The rapid mixing process in water treatment can be reduced to the effects of 

three interacting components: 

1. Coagulants 

2. Colloids 

3. Turbulent Flow 

and any attempt to understand mixing must be done in terms of these components. 

As mentioned earlier, considerable information already exists, in the field of 

sanitary /environmental engineering, about the chemical nature of coagulants, col­

loids, water and any chemical interactions which exist between them and no specific 

experimental efforts will be directed in that direction. Thus, the objectives of this 

study can be more specifically stated as follows: 

• To understand the general behavior of colloids. 

• To understand the general behavior of metal coagulants in water. 

• To study the chemical aspects of the manner in which the colloids and the 

metal coagulants interact. 
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• To define the problem of mixing in general and fluid mixing in particular, and 

the processes by which mixing occurs. 

• To study the phenomenon of turbulent flow. 

• To look at the effects of turbulent flow on the phenomenon of mixing. 

• To understand the influence of turbulent flow on the behavior of fast chemical 

reactions and, in this light, the behavior of alum as a coagulant. 

• To comprehend the effect of turbulent flow on colloids, and thus the process 

by which their interactions affect colloid destabilization and flocculation. 

• To conduct experiments to detect the influence of intensity of mixing as well 

as temperature on rapid mixing and to explain these results on the basis of 

the phenomena underlying this process. 

Based on the objectives specified above, it is obvious that in this study, the first 

part would involve a considerable fraction of the entire effort and would be rather 

theoretical in nature. The reason for this is that in order to arrive at a proper 

understanding of the crucial phenomena which govern the outcome of the rapid 

mixing process, a strong background in the fundamental behavior of the interacting 

components is a necessity. Since this involves drawing, from existing literature, 

the information necessary to arrive at the desired objectives; it is not incorrect to 

think that the first part of this study will, in essence, be a collection of the views of 

the experts in the various fields, including those which are normally not considered 

to be the prime domain of sanitary/environmental engineers, e.g., turbulent flow 

phenomenon, fast chemical reactions, etc. 
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The second part of this work would emphasize the experimental details involved 

in this study and the results obtained from it. 
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3. LITERATURE REVIEW 

3.1. General 

Conventional water treatment for removal of turbidity causing substances can, 

as mentioned earlier, easily be divided into a three-step process: 

1. Aggregation of colloids. 

2. Sedimentation of larger agglomerated particles. 

3. Filtration of the smaller particles, which escape the sedimentation step. 

It is thought that the aggregation of colloids is actually a two-step process of which 

colloid de3tabilization is the first step and flocculation, the second. The overall 

process is traditionally called coagulation although some use the term coagulation 

only for the colloid destabilization step. In the first step of the aggregation process, 

which is thought to be predominantly chemical in nature, the coagulant species 

(preformed or nascent) interact with the colloids and, in the process, alter the sur­

face chemistry of the colloids. This causes the colloids to be destabilized, rendering 

easy their aggregation into bigger particles. The flocculation step, which is the sec­

ond part of this process, is the transport step. It helps in providing inter-particle 

collisions which, when successful, produce larger aggregates. 
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Traditionally, it has been thought that the sole purpose of rapid mixing units in 

water treatment is to disperse coagulants quickly and uniformly throughout the in­

fluent water stream [4,62]' while the flocculating units provide the particle transport 

necessary for collisions to occur. 

Recently, however, it has been recognized that rapid mixing does more than 

just that. According to Amirtharajah, "The initial mixing unit in a water treatment 

plant is a reactor designed to provide close encounters between the colloids in the 

raw water and the products of the coagulation reactions" [2]. O'1'lelia states, " ... the 

primary purpose of rapid mix units is to accomplish destabilization of the particles in 

the raw water" [86J. This is much in line with the current thinking that even though 

particle aggregation is a two-step process, these two steps are not independent, as 

had been thought earlier. In fact, the chemical and transport steps of the problem 

are very much interdependent since coagulants cannot cause destabilization unless 

they are properly distributed and contacted with the colloids while destabilized 

colloids will not aggregate unless sufficient contact opportunities are provided [18]. 

Given the importance of rapid mixing in colloid destabilization, and the role of 

colloid destabilization in particle aggregation, it is not difficult to understand why 

Moffett said, " ... coagulation takes place in the rapid mixer; and, from the viewpoint 

of the operator, this is the most important single step in a water treatment plant. 

Improper coagulation cannot be corrected at a later stage of the process, and the 

results of improper coagulation will be to reduce the quality of the effluent and the 

efficiency of the plant as a whole" [77]. 

Vrale and Jorden warn of the potential damage this process can do, if not 

handled properly and say, " ... inefficient rapid mixing may have two harmful effects: 
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(1) wastage of chemical and (2) slower particle aggregation rates for a given chemical 

dosage" [113]. O'Melia thinks that "When alum and ferric salts are used, it is 

important that vigorous mixing be provided because many hydrolysis reactions are 

almost instantaneous and the products that are formed are very dependent on pH 

and coagulant concentration. Poor mixing permits local regions of high dose and 

uncertain pH, so that coagulant is wasted" [86]. 

At this point, one question which comes naturally to our minds is: Are these 

claims/observations really true? 

In the absence of extensive research on this specific unit process, in the field of 

sanitary / environmental engineering, it is difficult to state authoritatively whether 

these claims are exaggerations or not. Given our present state of ignorance of this 

process, it becomes even more necessary that this problem be analyzed so that some 

of these persistent questions can be put to rest in a satisfactory manner. 

So what, exactly, does rapid mixing do? In order to define the problem of rapid 

mixing, it is necessary to enumerate the parameters which have an impact on the 

outcome of this unit process. 

Since we want to achieve coagulation, it is obvious that the coagulant is the 

most important parameter of all. Also, since a uniform mixture of the coagulant 

is desired in the influent stream, the process of mixing is yet another parameter to 

be considered. A. third parameter-time-is involved, since the time of mixing is 

sought to be small so that economy can be achieved in the design of mixing units. 

Perhaps this is why the process is called rapid mixing, because the mixing needs to 

be done without spending too much time. Also, since the coagulant is used for the 

destabilization of the colloids present in water, it is but natural that the colloids be 
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considered as yet another parameter in our study of the process of rapid mixing. 

Last, but not the least, we must consider the suspending medium in which our 

entire process takes place: water. In other words, we have defined five parameters 

which have decidedly important roles to play in the outcome of rapid mixing. They 

are: 

1. Coagulants 

2. Mixing 

3. Time 

4. Colloids 

5. Water 

and any outcome of the rapid mixing process must depend primarily on these five 

parameters. 

Even though five parameters have been listed above, not all of them are control 

parameters for an existing water treatment plant-parameters which can be varied 

by the operator at will in order to move the process in the desired direction. From 

the above list, we can see that the control parameters are: 

• Coagulants 

• Mixing 

and they must be modified in order to match the "uncontrolled" varying parameters: 

• Colloids 
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Figure 3.1: Parameters influencing the outcome of the rapid-mixing process 
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• Water 

for a fixed 

• Time 

so as to keep the process in its desired, preferably optimal, state. The design 

engineer, however, is interested in only the first three variables: 

• Coagulants 

• Mixing 

• Time 

while a researcher should be interested in each of the parameters so that the behavior 

of this process can be understood well. 

Even though the parameters which govern the outcome of this process have 

been itemized individually, it does not imply that their roles are independent of 

each other. In fact, they interactively affect the results of rapid mixing and their 

interaction can be visualized with the help of Figure 3.1. It is well known that 

the behavior of the coagulant and colloids is severely affected by the nature of 

the suspending medium-in our case water; mixing affects the manner in which 

coagulants are dispersed and thus their reactions (if any) with water and the colloids; 

time influences the extent to which such interactions are allowed to take place and 

brings to light the matter of their respective speed: the "kinetics" of rapid mixing. 

In order to predict the consequences of rapid mixing, it is necessary to analyze 

each of the parameters which playa role in this unit process. 
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Coagulants: As mentioned earlier, considerable work has already been in try­

ing to understand the manner in which various coagulants interact with wa­

ter and, under different conditions of the reaction (e.g., solution chemistry, 

temperature) produce different effects. This complex picture gets even more 

complicated when one introduces colloids into the system and attempts to 

understand how each element influences every other element as a part of this 

process. Fortunately, sanitary/environmental engineering has a rich tradi­

tion in this aspect of water chemistry and most of the coagulant chemistry 

information in this study will be drawn from there. 

Mixing: In water treatment processes, mixing of coagulants is usually done using 

turbulent flow of water because it is much more efficient at dispersing the coag­

ulant uniformly than molecular diffusion alone or molecular diffusion coupled 

with laminar flow. Turbulent flow enhances the transport of coagulant and 

colloids, hastens the coagulant's reaction with water, influences the reaction 

products and, possibly, alters the destabilization of colloids. In this study, 

effort has been spent in trying to understand the phenomenon of turbulence 

per se, as well as the manner in which it influences the outcome of the unit 

process of rapid mixing. 

Time: Virtually all the research in sanitary/environmental engineering on rapid 

mixing has focussed on the time over which forced turbulent mixing should 

be carried out, so that the optimal detention time of a mixing unit can be 

chosen. This prompts, in this study, a kinetic approach to the problem so 

that we know how long the various steps in this process take to complete, and 
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hopefully, possibly help us arrive at a reasonable time period over which rapid 

mixing should take place in water treatment plants. 

Colloids: Obviously, the nature of the colloids, their physico-chemical character­

istics and particle size distributions-among other properties-will influence 

the manner in which they are transported by the fluid flow as well as their 

physico-chemical interactions with the coagulant species and other colloids. 

Water: The influence of some of the influent water characteristics is very well 

documented in sanitary/environmental engineering literature. Both, physical 

characteristics (e.g., temperature, viscosity) and chemical characteristics (e.g., 

ionic strength, presence of interfering ions, other substances in solution) of the 

water must affect the coagulant chemistry and the transport processes. 

The following sections consider these aspects in greater detail. 

3.2. Colloids 

3.2.1. Introduction 

Sedimentation and filtration are the commonest of the conventional solids­

liquids separation processes used in water treatment industry. They are used for 

the removal of turbidity causing contaminants like bacteria, viruses, algae, clay, silt, 

other inorganic and organic particulate matter, color causing compounds as well 

as dissolved organic contaminants. 1-10st of these contaminants exist as colloidal 

particles. 

What is a colloid? Hunter [60] provides an excellent description/definition of 

colloids: 
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When one substance dissolves in another to form a true solution, the 
ultimate particles of the solute are of molecular dimensions: at most a 
few molecules may be joined together to form an associated species .... 
The radius of the solute molecule in these cases is seldom more than a 
nanometer in size and usually rather less. Solute and solvent molecules 
are of comparable size and we normally assume that the solute molecules 
are, on average, dispersed uniformly through the (continuous) sol vent. 

Colloids, on the other hand, constitute" ... the class of materials in which the kinetic 

units that are dispersed through the solvent are very much larger in size than the 

molecules of the solvent" [60}. 

Colloidal dispersions can arise in a number of ways [60]: 

1. If a substance, A, is insoluble in substance B, one can break A down into 

very small particles (colloids) which can be dispersed more or less uniformly 

throughout the substance B. Substance A is then called the disperse phase 

and substance B, the dispersion medium. The lower limit for dispersions of 

this kind is around 1 nm. If the size were to be reduced further, the particles 

would ultimately become indistinguishable from true solutions. The upper 

limit is normally set at a radius of 1 J.Lm but there is no clear distinction 

between the behavior of particles of 1 J-Lm and somewhat larger particles. 

2. ~Iolecules that are individually larger than 1 nm in size are another kind of 

colloid. These 'macromolecules' can often be uniformly dispersed throughout 

a fluid medium and they then form a colloidal solution or dispersion. Proteins, 

polysaccharides (like starch), humic acids, and many synthetic polymers fall 

into this category. 
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3. A colloidal dispersion can also arise when a number of molecules of normal 

size associate together to form an aggregate, e.g., soap micelles in water. 

IUPAC (International Union of Pure and Applied Chemistry) defines a colloid 

as any material for which one or more of its three dimensions lie within the range of 

1-1000 nm [57]. It is frequently quite difficult to distinguish between colloids and 

solutions at the lower end of the scale and colloids and suspensions at the upper 

end [18]. Figure 3.2, from Aquatic Chemistry [106], shows the size spectrum of 

particles found in water. 

The most fundamental distinguishing feature of all colloidal systems is that 

the area of contact between the disperse particles and the dispersion medium is 

relatively large and the energy associated with creating and maintaining that inter­

face is significant. Yet another distinguishing characteristic displayed by colloids is 

their ability to scatter light: the Tyndall effect [42,60]. True solutions, on the other 

hand, scatter very little light. The scattering pattern of colloidal dispersions (i.e., 

the intensity of the scattered light as a function of 0, the angle between the incident 

beam and the scattered beam), depends very strongly on the particle size and on 

the wavelength of the light [60]. 

What about colloids in water? Quoting Kavanaugh and Leckie [65], "The size 

spectrum of particulates in water extends from colloidal humic substances 1 nm 

in size, to large aggregates such as fecal pellets or marine snow with sizes up to 

1O-2m (10 mm), covering about 6-7 orders of magnitude." The distribution of 

shapes, densities, surface chemical properties, and chemical composition may vary 

widely with size, making the complete characterization of a given water sample 

fairly cumbersome [62,65]. 
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Despite the difficulties of characterizing a given colloidal dispersion in terms of 

the parameters mentioned above, we, in sanitary/environmental engineering, still 

use a fairly simple measure of the presence of colloids in water. We measure tur· 

bidity, which is an easily determined and practically useful parameter by which a 

gross measure of the colloidal content of a water can be made. It involves measuring 

the light scattering properties of a water sample. Small particles (e.g., those with 

a maximum dimension less than about 0.1 /-Lm) do not scatter much visible light. 

Therefore a water containing asbestos fibers, viruses, or humic substances may have 

a larger particle number concentration, but have a low turbidity. Larger particles 

such as clay or plankton, which have particle diameters approximating the wave· 

length of visible light, scatter light more effectively and thus would yield higher 

turbidities [42]. Based on these facts, it is not incorrect to think of turbidity as 

being synonymous with colloidal contaminants of a super· micron size; and the re· 

moval of 'turbidity' being akin to the removal of such particulate contaminants from 

water. However, very low turbidities do not necessarily imply low total particulate 

concentrations. It simply means that the water does not have many particulates 

of a size range of the order of 1 /-Lm and above. It may still have large counts of 

sub·micron particles! 

3.2.2. Colloidal interactions 

Having discussed some preliminaries regarding colloids, we now consider the 

bulk behavior of colloids, i.e., how colloids-generally speaking-interact with each 

other and the solvent fluid. 

Colloidal interactions are highly complex and depend on many physical and 
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chemical (and, in come cases, biological) factors. The properties which are of pri­

mary significance in determining the nature of these interactions and their outcome 

include particle size, particle shape, the flexibility (or lack thereof) of the particle, 

the chemical and electrical properties of the particle surface (such as charge and 

distribution of charge), the interactions of the particle with other particles, and 

the interactions of the particle with the solvent. Particle size distribution, among 

others, is one of the secondary factors in this matter [57]. 

Colloids display a wide range of behavior with regard to their interactions with 

the solvent. Hunter [60], quoting Freundlich [45] on this matter, says that on the 

basis of their interactions with the solvent, colloidal dispersions can be classified 

as being lyophobic (solvent hating) and lyophilic (solvent loving)-depending on 

the ease with which the system could be re-dispersed if once it was allowed to 

dry out. Lyophobic and lyophilic systems are also referred to as irreversible and 

reversible systems respectively. Shown in Table 3.1 (from Hunter [60]) are some of 

the properties of both kinds of colloids. 

As mentioned earlier, the most crucial feature of colloids is the very great 

surface area of the dispersed phase for a given mass of matter, in comparison with 

the same amount of matter condensed into a single lump. Atkins [14] gives an 

example to prove this point. He shows that " ... 1 cm cube of a material has a 

surface area of 6 cm2; but when it is dispersed as little cubes of side 10 nm, the 

total surface area of the resulting 1018 smaller cubes is 6 x 106 cm2. This steep 

increase in surface area dramatically enhances the importance of the role of surface 

effects in colloid chemistry." 

The importance of surface area In colloid chemistry IS very evident In the 
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Table 3.1: Lyophilic and Lyophobic Colloids [60) 

Lyophilic 
o High concentrations of 
disperse phase frequently 
stable. 
o Unaffected by small amounts 
of electrolytes. 'Salted out 
by large amounts. 
o Stable to prolonged 
dialysisb. 

o Residue after desiccation 
will take up dispersion 
medium spontaneously. 
o Coagulation gives a gel or 
jelly. 
o Usually give a weak Tyndall 
beam. 
o Surface tension generally 
lower than dispersion 
medium. 
o Viscosity frequently much 
higher than that of medium. 

Lyophobic 
o Only low concentrations of 
disperse phase stableu

• 

o Very easily precipitated by 
electrolytes. 

o Unstable on prolonged 
dialysisC (due to removal of 
the small amount of 
electrolyte necessary for 
stabilization) . 
o Irreversibly coagulated on 
desiccation. 

o Coagulation gives definite 
granulesd • 

o Very marked light scattering 
and Tyndall beam. 
o Surface tension not 
affected. 

o Viscosity only slightly 
increasede. 

UThis is no longer true, especially if one allows the possibility of an adsorbed 
stabilizing layer of lyophilic material 

bDialysis refers to a membrane filtration technique for separating colloidal par-
ticle~Jrom small m.olecules or i9JlS.. .. 

C Note that tliis IS not true 01 lyophobIc sols wIth dIssociable ionic surface groups 
att~ched. 

ExceI?t for concentrated systems. 
eThis IS true only for dilute, .stable sols with more or less spherical particles. 
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differences in behavior between lyophilic and lyophobic colloids. One contributing 

factor to these differences is the extent to which the dispersion medium is able to 

interact with the atoms of the suspended particle [60]. If the solvent can come in 

contact with all or most of the atoms of the dispersed phase, then solvation energy 

will be important and the colloid should be lyophilic in some suitable solvent. If, 

however, the solvent is prevented, by the structure of the suspended particle (i.e., 

the disperse phase), from coming into contact with any but a small fraction of the 

atoms of those particles then the colloid will almost certainly be lyophobic in its 

behavior, even if the surface atoms interact strongly with the solvent. 

Techniques for conventional treatment of water involve altering the surface 

chemistry of the contaminants so as to bring about the 'destabilization' of the 

colloids-to promote easy removal. What governs the stability of a colloidal disper-

sion? 

Stability can arise from two counts [57]: 

1. Thermodynamic stability 

2. Kinetic stability. 

Hunter [60] argues that 

... a lyophilic colloid suspension is thermodynamically stable since 
there is a reduction in the Gibbs free energy when the 'solute' is dis­
persed. The strong interaction between 'solute' and solvent usually sup­
plies sufficient energy to break up the disperse phase and there is often 
an increase in entropy as well; any reduction in solvent entropy due to 
the interaction with 'solute' is usually more than compensated by the 
entropy increase of the 'solute'. For lyophobic colloid, the Gibbs free 
energy increa3e3 when the disperse phase is distributed throughout the 
dispersion medium so that it is a minimum when the disperse phase 
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remains in the form of a single lump. A lyophobic (i.e., solvent hating) 
colloid can, therefore, only be dispersed if its surface is treated in some 
way that causes a strong repulsion to exist between its particles. In 
this way, the particles can be prevented from aggregating (or coagulat­
ing) for long periods, although it must be emphasized that they are still 
thermodynamically un3table and the barrier to coagulation is merely a 
kinetic one. 

In other words, even though thermodynamics favor the formation of larger colloid 

groups, the rate of coagulation is extremely slow. Such situations can arise in the 

presence of a stabilizer-either an electric charge or an adsorbed layer of charged 

particles-which sets up a Coulombic repulsion barrier between approaching parti-

cles. This decreases the efficiency of collisions so that only a small fraction of all 

collisions actually result in a permanent particle-particle contact. However, given 

enough time, they will ultimately form an aggregate [60]. 

The particulates normally found in water display the entire gamut of behavior: 

from hydrophobic to hydrophilic. Hydrophobic particulates are primarily of an 

inorganic origin and irtclude some clay particulates and non-hydrated metal oxides. 

In contrast, hydrophilic particulates are primarily of organic origin and include a 

wide diversity of bio-colloids (humic and fulvic acids, viruses) and suspended living 

or dead microorganisms (bacteria, algae) [62J. 

There exist well developed theories describing the interaction between particles 

of lyophobic colloids but the behavior of lyophilic systems is much more difficult 

to describe. This is so because not only are all the forces of a lyophobic system 

important in a lyophilic system, there are very strong specific solvent effects that 

are difficult to predict [60J. 
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3.2.3. Double layer 

Of all the interactions which colloidal particles display, the electrical interac­

tions are the most important. In fact, electrostatic (or Coulombic) interactions 

constitute one of the most important components of any theory describing colloidal 

phenomena. If a colloidal dispersion is placed in an electric field, particulates will 

move toward the electrodes, implying that they are electrically charged. It seems 

that at any interface between two phases, there is a tendency for charges (electrons 

or ions) to accumulate. Since the relative affinities of cations and anions for the two 

phases are generally different, one phase tends to acquire a positive and the other a 

negative charge-while still maintaining electro-neutrality of the system [60]. Most 

colloids carry charges which vary in sign and magnitude, depending on the envi­

ronment [18]. In natural waters, it is the presence of such charges which provides a 

"kinetic" stability to these colloids, preventing their quick aggregation. 

Such charges can arise in a variety of ways, which include [18,57,62]: 

• Crystal imperfections, e.g., silica atoms in crystalline material can be replaced 

(i.e., isomorphic substitution of ions) by atoms with lower valence, such as 

aluminum, giving excess negative charge to crystal material. The clay particles 

responsible for turbidity in surface waters acquire their negative charges in this 

manner. 

• Preferential adsorption of specific ions onto particle surface, e.g., adsorption 

of soluble positive or negative ions from bulk solution. 

• Ionization of surface sites in the case of particulate surfaces containing func­

tional groups (like hydroxyl, amino) which dissociate in water, producing a 
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surface electrical charge that depends on the solution pH. 

• Ion dissolution, e.g., in the case of particulates whose constituent ionic groups 

do not dissolve equally in the solvent. 

• Accumulation or depletion of electrons at interface. 

• Adsorption of polyelectrolytes, e.g., adsorption of charged orgamc macro­

molecules, of the kind used in water treatment, onto particulate surfaces. 

The presence of a charge concentration on the surface of the particle influences 

the distribution of ions in the medium. Counterions (ions of opposite charge) are 

attracted toward the particle by the Coulombic forces between the charges. How­

ever, they (the counterions) are also subject to entropic forces (like thermal motion) 

which tends to distribute them uniformly throughout the surrounding medium. The 

final result is usually a compromise in which a few counterions are bound strongly to 

the particle surface and the concentration of the remainder gradually decays away 

from the particle, ultimately reaching bulk concentration a few particle diameters 

away. This model is called the electrical diffuse double layer model [57,60]. 

Other forces may also be involved in the formation of this diffuse electrical 

double layer at a charged surface. Lyklema [76] terms all forces which are neither 

Coulombic nor entropic in nature as 'specific'. Such specific forces may be either 

chemical or physical in nature [57]. 

The diffuse electrical double layer and its properties playa pnmary role in 

many colloidal phenomena and are essential in interpreting colloidal stability and 

the electrokinetic properties of charged colloidal dispersions. The structure of the 

electrical double layer is generally regarded as consisting of two regions: an outer, 
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Figure 3.3: Schematic representation of a colloidal particle [57] 

diffuse layer known as the Gouy (or Gouy-Chapman) layer, and an inner, compact 

layer known as the Stern layer. A schematic representation of a colloidal particle 

and its double layer is shown in Figure 3.3. The figure shows that the Stern layer 

is at the same distance away from the particle surface as the shear plane. Earlier, 

it had been thought that the shear plane was farther away from the surface than 

the Stern layer. Now, however, it is accepted that they are extremely close to each 

other, if not the same [60]. 

The distributions of ions in these two sections of the double layers are governed 

by complex physical and chemical variables and their interactions [57]. Usually, 

however, it is assumed that since the chemical forces are relatively short-ranged 
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in nature, they are significant only in the layer next to the surface (i.e., the Stern 

layer). On the other hand, the distribution of ions in the outer, diffuse layer is 

usually treated according to an ideal model. A simplistic description would show 

that the Stern layer is where adsorbed molecules are found and the outer layer is 

where most of the counterions exist, in order to maintain electro-neutrality around 

a colloid [62]. 

The original model of Stern was refined by Grahame. It distinguishes within 

the double layer, an 'inner Helmholtz plane' and an 'outer Helmholtz plane.' The 

former is representative of the plane through the centers of specifically adsorbed ions 

which are usually dehydrated upon adsorption, the 'outer Helmholtz plane' is the 

plane parallel to the surface and corresponds to the distance of closest approach of 

hydrated ions [57]. Figure 3.4 shows the location of the inner and outer Helmholtz 

planes. The outer Helmholtz plane is formed because because ions have a finite 

size and therefore, they can not get closer than a certain distance from the particle 

surface. 

The outer diffuse layer is usually treated according to an ideal model in which 

the electric potential froin the charged surface shows an exponential decay [57]. 

The opposing forces of electrostatic attraction and diffusion result in a negative 

concentration gradient of counterions with increasing distance from the particle 

surface. In this part of the double layer, the ions are thought to be influenced only 

by the local electrostatic potential. The only work done is the electrical work done 

on or by the ion as it moves in response to the field. This ignores the energies 

involved in moving aside other ions or creating a hole in the solvent, or any effect 

which the ion might have on the local structure of the solvent or the distribution of 
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other ions [60]. 

The impact of the inner and outer parts of the double layer on the behavior of 

particulate surface is significant-e.g., a difference may exist between the bulk and 

the surface pH value at the solid-liquid interface; ions may accumulate in the inner 

layer-leading to adsorption, ion exchange, or precipitation reactions not normally 

predicted on the basis of equilibrium models [62]. 

3.2.4. Dynamics of a colloidal system 

Having looked at a simplified description of a colloidal particle, we now proceed 

to study its dynamical behavior-i.e., the various forces which act on a colloidal 

particle. "When two colloidal particles are brought close together, a variety of forces 

come into play-the outcome of which is determined not only by the interplay of 

these forces with each other, but also the time-rate at which their approach occurs, 

as the double layers may take a significant time to adjust to the new situation" [60]. 

In order to understand the behavior of a colloidal system, it is necessary to observe 

the fundamental forces which govern the actions of colloidal particles. The forces 

acting on colloids are many, some of which are described below. 

Repulsive forces: When two like colloidal particles approach one another, ions 

associated with these particles move closely together with it. Due to interac­

tions of the surface charges of the particles and the similarly charged diffuse 

portions of the electrical double layer, a repulsive force results-opposing fur­

ther approach. While it may seem that the Stern layer has little to do vis-a­

vis the interactions between surfaces, that is not true. Despite its miniscule 

dimensions-thickness of the order of a few molecules-it plays an indirect, 
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yet crucial, role in these interactions by influencing the potential of the diffuse 

portion of the double layer [57,60]. 

For flat plates, this effect can be understood in terms of the osmotic pressure 

created by the difference in ion concentration in the region between the two 

approaching surfaces compared to the bulk concentration [60]. The diffuse 

layers have a larger concentration of ions than the bulk solution. Thus, their 

approach to each other is opposed by the osmotic pressure exerted by the bulk 

solution on the interacting layers. 

Several possible situations can arise when two surfaces approach one another. 

The approach may be slow enough for equilibrium to be established between 

the ions on the surface and in the bulk. Under these conditions, one would 

expect the surface potential to remain constant during approach. However, if 

the particle charge is caused by built-in crystal defects, (e.g., clay minerals) 

it may be more appropriate to assume that the surface charge is constant 

during approach. For other surfaces, the interaction may itself influence the 

degree of dissociation of surface. It is the constant potential case that has 

been studied extensively by the early workers in the field of colloid chemistry 

and is the basis of the DLVO (Derjaguin-Landau-Verwey-Overbeek) theory of 

colloid stability. The other possibilities are best understood as generalizations 

of the constant potential case [60]. 

Attractive forces: London-van der Waals forces are attractive forces which exist 

between atoms, molecules, ions and other surfaces and these give rise to at­

tractive (usually) forces between particles and/or surfaces in proximity. The 
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London-van der Waals forces are a result in the fluctuations in the charge 

density of the electron cloud surrounding the nucleus. These fluctuations, 

in turn, produce an instantaneous dipole moment which produces an electric 

field, which can exert force on the interacting particles. 

In London's expression for the interaction energy of two identical, single 

atoms, the attractive energy varies inversely with the sixth power of the in­

termolecular distance. However, London's analysis had two limitations: (i) 

when molecules or atoms are separated by a large distance and (ii) when the 

separation between atoms or molecules is very small-of the same order of 

magnitude as the diameter of the atoms or molecules themselves. Two dif­

ferent quantitative theories for London-van der Waals between macroscopic 

bodies were proposed: first by Hamaker and later by Lifshitz. The Hamaker 

theory, is not adequate to completely describe the van der Waals phenomenon 

quantitatively, but serves the purpose most successfully in a qualitative man­

ner [57,94]. 

'While the van der Waals interactions are relatively well understood for sep­

arations greater than 1 nm or so, at small separations or in situations of 

atomic contact, neither the Lifshitz nor the Hamaker theories are accurate 

[57]. Since colloidal particles are often very rough and rarely approach one 

another to such small distances, except possibly at a single point, such a force 

would seem inadequate to produce any significant attraction between like par­

ticles [60]. However, because van der Waals forces between the atoms in two 

approaching colloidal particles are somewhat additive, the overall effect is an 

attractive force of quite long range-of the order of tens of nanometers, quite 
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comparable with the range of the Coulombic forces [60]. 

Structural forces: Structural forces are strong repulsive forces which are impor­

tant over very short ranges. They result from changes in the solvent structure 

(i.e., changes in the local ordering of molecules) in the vicinity of a surface or 

interface. Such changes arise as a result of packing constraints in interfacial 

regions. these forces may exert a relatively large effect for small separation 

distances between the particles or surface, but it is thought that they do not 

contribute significantly to the long range "tail" of forces. Thus, they may be 

of significance in determining colloidal stability [57]. Figure 3.5 provides a 

pictorial description of the nature of structural forces. 

Steric force: Steric repulsion, which is in addition to electrostatic repulsion, arises 

when long-chain molecules adsorbed onto particle surface repel each other, 

resulting in large inter-particle repulsive forces. The physical basis of the 

steric repulsion between particles arises from (i) a volume restriction effect 

arising from the decrease in possible configurations in the region between the 

two surfaces, and (ii) an osmotic effect due to the relatively high concentration 

of adsorbed molecules or chains in the region between the particles as they 

approach [57]. 

Other forces: Other forces which, depending upon the situation, can playa role 

in the behavior of a colloid include the following [57]: 

1. External forces such as those due to electric, magnetic or gravitational 

fields. 
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Table 3.2: Characteristic forces on a colloidal particle (N/m2 ) [94] 

Force 

Brownian 
Viscous 
Dispersion 
Electrostatic 

Sphere radius 
10 2 {Lm 1 {Lm 

10-13 

10-20 

10-12 

10-12 

10-15 

10-14 

10-14 

10- 12 

2. Chemical and colloidal forces which result from interactions of the mole-

cules of the media (e.g., van der 'Waals, Coulombic forces and others). 

3. Forces which arise from the motion of the particle in the fluid, e.g., 

hydrodynamic and diffusion forces. 

We have, thus far, identified a variety of forces which could possibly act on a 

colloidal particle. "These different forces act simultaneously on various particles in 

a fluid dispersion and compete to determine the dynamics of colloid particles. The 

outcome of this is a delicate balance among a number of strong inter-particle forces. 

Since slight changes in chemical or mechanical environment can alter the magnitudes 

of these forces, such a change translates into large changes in the dominant forces, 

the structure and thus, the behavior of the colloidal system, it is not incorrect to 

think that the properties of the particles and the chemistry of the fluid are closely 

interrelated" [94J. Table 3.2, extracted from Russel [94J, shows the importance of 

some of the forces for particles of different sizes. 

The relevance of different forces to different particles is very strongly a function 

of the particle size. Russel [94J estimates the characteristic times and characteristic 
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strengths for Brownian, Viscous, Dispersion and Electrostatic forces and concludes 

that within the 1O±1 uncertainty in the magnitudes, each of the forces can be 

important within the 0.1-1.0j.Lm range, with the dominant ones depending on the 

specific conditions. 

As an example, if a pair of interacting particles is considered in a hydrodynamic 

field, the outcome of the interaction depends on the relative position of the stream­

lines being followed by the particles, strength of the shear field, the size of the par­

ticles and the magnitude of the other attraction/repulsion/dispersion forces. Sur­

prisingly enough, sanitary/environmental engineering literature seems to have been 

preoccupied with using merely the electrostatic and van der Waals forces to explain 

the behavior of colloidal suspensions in water treatment operations [18,62,84,85]. 

3.2.5. Coagulation and flocculation 

At certain conditions of the suspension, the interplay of these forces results 

III the attractive forces being dominant. Under these circumstances, individual 

particles which happen to come close to each other tend to form doublets, triplets 

and so forth. This process of reduction of the number of basic or primary particles 

and the simultaneous formation of larger particle aggregates is often referred to as 

"coagulation" by chemists. If this process is allowed to continue for a long period of 

time, the particles eventually become macroscopically visible and are called "flocs" 

[60]. 

The terms "coagulation" and "flocculation" are used with slightly different 

connotations by the sanitary/environmental engineers. O'Melia [86] talks about 

the "coagulation" step consisting of two steps: (i) destabilization of particles and 
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(ii) transport of particulates for inter-particle contact while Amirtharajah [5] refers 

to "flocculation" as being the step in which particles being brought close to one 

another, resulting in their aggregation. Others refer to the step in which the surface 

chemistry of the colloids is altered as "coagulation" and the subsequent particulate 

collisions-brought about by transport phenomena-which result in aggregation as 

"flocculation" [62]. 

Since there are differing views as to whether the process of particle destabi­

lization, transport and aggregation are "coagulation" or "flocculation" (not that it 

really matters), it is appropriate to specify what one is actually referring to when 

using these terms. In this work, the student prefers to use the definition as accepted 

by Benefield et al. [18]. They chose the definition by O'Melia [85J in which coagu­

lation refers to the overall process of aggregation-including both destabilization, 

transport and aggregation-while flocculation refers solely to the particle transport 

step. 

As mentioned earlier, like particles of a lyophobic colloid are thermodynami­

cally unstable and have a tendency to lump together-but are prevented from doing 

so because of the kinetic stability imparted to them, thanks to their surface charges. 

In order to make the colloids coagulate, they have to be destabilized in a "kinetic" 

sense. This can be done using a variety of manners. 

Coagulation by potential control-Adsorption and charge neutralization: 

In this case, the surface potential of the particles is altered by the adsorption 

of the coagulant ions or precipitates, reducing the net charge on the parti­

cle surface. If this process is continued to a limit where the electric charge 

on the particles is actually zero, the state is referred to as the point of zero 
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charge (p.z.c.) for that colloid. Metal coagulants like alum and ferric sulfate 

display such coagulation properties at specific pH levels and are used in the 

destabilization of colloids in water treatment operations [18,60,85]. 

Coagulation by electrolyte addition-Double layer compression: Since the 

size of the repulsion barrier is determined by the nature of the material ad­

sorbed on the particle surface, these ions are called potential-determining ions 

(p.d.i.). For colloids rendered stable due to their electrical surface charges, 

this barrier depends not only on the magnitude of these charges, but also 

on the physical extent of the double layer. If one adds to the suspension an 

electrolyte whose ions enjoy no special relationship with the surface, (called 

indifferent ions), the presence of these counterions in significant concentrations 

results in a smaller diffuse layer surrounding the colloidal particles. Larger 

and larger concentrations of such an electrolyte continue to reduce the volume, 

and thus the thickness of the diffuse layer to maintain electroneutrality. The 

range of the repulsive interactions between like colloidal particles decreases, 

and the energy barrier disappears. At this stage, the phenomenon of "rapid 

coagulation" occurs-i.e., there is no electrical barrier which needs to be over­

come and every collision results in contact. The rate of coagulation, thus, is 

merely a function of the rate of particle transport. The concentration when 

such a phenomenon occurs is referred to as the critical coagulant concentra­

tion (c.c.c.). The behavior of colloids in such a manner is explained by the 

DLVO theory referred to earlier [60,85]. 

Enmeshment in a precipitate: 'While books in colloid sciences do not mention 
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any other manner in which colloids can be destabilized and coagulated (with­

out the use of polymers), sanitary/environmental engineering literature is re­

plete with yet another mechanism by which colloids can be removed. This is 

what is called the enme3hment in a precipitate mechanism. This mechanism 

should not be thought of as a "colloid destabilization" method, but merely 

as a "physical means of colloid removal". Here, substantial amounts of inor­

ganic coagulants (like alum) are added, at the appropriate pH, to the \vater. 

The coagulants, which are in amounts greatly in excess of their solubility in 

water, cause the water to be oversaturated with those compounds, resulting 

in their being precipitated out. The colloidal particles serve as nuclei around 

which precipitation occurs, causing the enmeshment of the particulates, which 

eventually settle out. Such a mode of action is referred to as "sweep-floc" co­

agulation. 

The difference between adsorption/ charge neutralization and double layer com­

pression models is that the latter method of colloid destabilization does not reverse 

the charges on the colloid surface while the former mechanism can allow destabi­

lization as well as restabilization(because of charge reversal) of the colloid. This 

restabilization occurs when an excess of the adsorbing, destabilizing species get at­

tached to the particle surface, causing a reversal in the net surface charge. Such a 

behavior cannot be explained by the DLVO theory [85]. 

3.2.6. Conclusion 

In this section, we have taken a brief overview of colloids and their behavior. 

Very little has been said about the manner in which the colloid destabilization step 
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of coagulation occurs because that is discussed later in this work in Section 3.4. 

The flocculation of colloids and the kinetics of the process will also be discussed 

later-in Section 3.9. 

3.3. Coagulants 

3.3.1. Introduction 

What are coagulants? 

Coagulants are chemicals used for the destabilization of particulates so as to 

facilitate their aggregation into larger floes as well as for the strengthening of floes 

to reduce breakup [62]. 

A good coagulant is, among other things, 

1. inexpensive 

2. easily handled 

3. reasonably stable with time and temperature 

4. able to precipitate out/adsorb so as to result III small amounts of soluble 

residuals leaving in the effluent. 

Alum is one such compound, as are Ferric Chloride, other Fe(111) and .4/(111) 

salts, and synthetic organic polymers. Although we shall, in this section, only dis­

cuss the behavior of alum, the explanation can be very easily extended to understand 

the behavior of Fe(11I) salts used as coagulants. 

Now that a coagulant has been chosen, the question, naturally, anses: How 

much do we add? As mentioned by Kawamura [66], the coagulant dosage is one of 
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the most important factors in the coagulation/flocculation of colloids, as carried out 

in water treatment. This innocuous looking question opens a veritable Pandora's 

box for us. Let us look at some of the possible "what, how, when, where and why" 

type of questions regarding coagulants and their use. Some of these interesting 

questions have been posed by Edzwald in [42]. 

• What chemical reactions occur when the coagulant is added to water? 

• How and where (in a water treatment plant) should the coagulant be added 

(and why)? 

• What should be the final dosage in water? 

• What should be the strength of the "feed solution"? 

• Do feed solution characteristics have any impact on the final result? 

• How should the coagulant be mixed? 

• What happens to the coagulant when it interacts with particulates m the 

water? 

• How do the characteristics of the water (like pH, alkalinity, hardness) affect 

the solubility, speciation and other aspects of the coagulant behavior? 

• How fast/slow is the reaction of the coagulant with water/particulate matter? 

• How do other entities (organic substances, e.g., those of humic OrIgm, or 

ionic impurities like sulphates, phosphates) interfere with the behavior of a 

coagulant? 
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• Is there a specified set of conditions, e.g., pH, ionic strength, buffering capac­

ity, etc. (as far as the coagulant is concerned) which must be fulfilled in order 

to obtain optimal results from the coagulation/flocculation/filtration process? 

These are but a few of the questions which need to be answered. 

Given the infinite variety of situations which can exist, vis-a-vis the nature of 

raw water brought into water treatment plants, as well as sundry other parame­

ters under the control of the treatment plant operator; it is impossible to create 

one universal set of guidelines as far as the coagulant use is concerned. It is not 

unreasonable to think that some parameters might be much more important than 

others in terms of their influence on the behavior of a coagulant. As Kawamura [66] 

points out, " ... alum coagulation and flocculation can be affected by factors such 

as salt concentration, pH, temperature, size of turbidity particles, mixing and alum 

concentration". Edzwald [42] points out that one also needs to consider chemical 

speciation of stock solutions, hydrolysis and complexation reactions with (water 

and) inorganic ions; pH-solubility relationships, speciation of products, reaction 

with organic substances (like those of humic origin), among other things, in order 

to describe coagulant behavior to any degree of thoroughness. 

Stumm and Morgan [104] in their classic paper on coagulation say, "In order 

to achieve a greater degree of control over the coagulative treatment process, and in 

order to realize its potentialities for the removal of a number of dissolved as well as 

colloidal impurities from water, a more comprehensive chemical theory of coagula­

tion phenomena is required. Such a theory should explain coagulation effectiveness 

in terms of pH, buffer capacity, hydrolysis equilibria of the coagulant metal ions, 

complex formation equilibria and the chemical equilibria of the colloidal or dissolved 
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substances to be removed." 

As we have seen, the variables which come into play during coagulation are 

numerous and, obviously, some play more important roles than others in the out­

come of the coagulation/flocculation process. In order to visualize the interplay of 

these factors, it becomes necessary to describe the physical phenomena underlying 

the process in question. In order to do this, we shall break up the coagulation 

process into subprocesses which can be studied individually and can then be viewed 

simultaneously in order to get a 'comprehensive' overview of the phenomenon in 

question. 

3.3.2. Hydrolysis and mononuclear hydrolysis products 

Alum, as a solid, exists in many forms some of which are: 

• as AI2(S04)3' a white powder with a formula weight of 342.14, 

• as A12(S04)3 . 14(H20) or as A12(S04h . 18(H20) (hydrated forms of the 

above), a colorless, ionic compound with a monoclinic crystal structure and 

formula weights of 546.1 and 664.41 respectively [34,36]. 

In water treatment, most of the alum is usually used in the form of a solution. 

\Vhat happens to alum when it is dissolved in water? 

Ionic crystals like alum dissolve in solvents that can form an electrostatic as­

sociation with the ions (of the crystal) [14]. Water molecules, formed by covalent 

bonding (which involves sharing of electrons), are polar in nature (in the sense that 

there is incomplete transfer of electrons from the hydrogen atoms to the oxygen and 

so the oxygen atoms acquire a slightly negative charge and the hydrogen atoms, a 
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positive charge). When alum crystals are introduced into water, the polar water 

molecules are able to associate with the positive A[3+ ions and the negative SO~­

ions, as shown in Figure 3.6. This results in a gradual breakup of the crystal, as ions 

leave the crystal and go into the solution as "solvated ions" [74]. This process is 

called solvation and the end result is that" ... each ion in solution is surrounded by 

a sheath of a few solvent (water) molecules bound to the ion by electrostatic forces 

and travelling through the solution with the ion" [74]. Thus, although we talk of 

"free" Aluminum ions in solution, it is truly a misnomer since the ion is actually 

associated with the surrounding water molecules. We must visualize each solution 

as being constituted by many species of complex ions, i.e., both anions and cations. 

In fact, the "free" metal ions are actually "aquo complexes" with water being the 

ligand that binds to the metals [79]. 

Morel [79] describes the state of "free" ions in more detail. There are four 

solvent regions around a metal ion, as shown in Figure 3.7. (The descriptions below 

are based on his presentation [79].) 

• A primary solvation shell where the water molecules are considered chemically 

bound to the ion. In the case of Aluminum, there are six such water molecules, 

leading to the often used, more accurate symbolism .41(H20)~+ instead of 

.4[3+ for the hydrated Aluminum ion . 

• A secondary solvation shell where the water molecules are ordered by the 

electrostatic influence of the ion. The volume of this shell increases with the 

charge of the ion and is inversely related to its size. 
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Figure 3.6: Solvation of ions in water [14] 
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Figure 3.7: The various solvent regions around a metal ion [79] 
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• A transition region separating the hydrated metal ion from the bulk solution. 

In this region the water molecules are considered less ordered than in either 

the solvation shell or the bulk solution. 

• The bulk solution, where the presence of the metal ion is not felt. 

Six water molecules form the primary solvation shell around an Aluminum 

(AZ3+) ion. Thus for AZ(111), the coordination number, which is " ... the number of 

nearest neighbors-surrounding atomsjmolecules-of a particular ion" is six [106]. 

Most metal cations show even coordination numbers of 2,4, 6 or 8. The coordination 

number also describes the structural arrange~ent of the metal ion, called the central 

atom, and the surrounding molecules, atoms or ions, ligands. The ligand atoms are 

[106]: 

• linearly arranged around the central ion for complexes of coordination number 

2, 

• arranged in a square planar or in a tetrahedral, configuration around a central 

ion for coordination number 4, 

• occupying the corners of an octahedron with the central atom being in the 

center of the octahedron for complexes of coordination number 6. 

According to Snoeyink and Jenkins [100], the coordination number for a metal 

ion is not a fixed quantity. It " ... may vary from one ion to another .... Iron{III) 

has coordination number 6 for water Fe{H20)~+, and cyanide Fe{ C N)~-, but 

4 for chloride, FeCri." The surrounding atoms or ligands may be any chemical 

species with a free pair of electrons to share with the metal and thus occupy the 
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site of the water molecules around the central atom. Anions like halides, N0i, 

c05-, so~-, PO~- as well as OH- are some such ligands [79]. 

The maximum ligand number associated with a given cation can be thought of 

as being equal to its maximum coordination number. One must add to this the fact 

that a more specific description would involve the cation, the ligand and the ligand 

number associated with the two entities. For example, Stumm and Morgan [106] in 

an example of Fe(III) hydration refer to " ... the average number of hydroxide ions 

bound per iron(III) atom" as being "the ligand number." 

Based on the description by Morel [79], we know that whenever a cation moves, 

it is not merely the "coordinated (or ligand) ions/atoms" (i.e., entities in the pri­

mary solvation shell) which move with it but many more, as shown in Figure 3.7. 

According to Levine [74] the average number of water molecules that move with 

the ion is called the hydration number (n h) of the ion. This number depends on 

the size (diameter) of the ion. Levine [74] also shows that smaller size cations of a 

given valence produce a more intense electric field around them than larger cations 

and, therefore, hold onto more water molecules than latter [74]. 

Having covered a fe,v of the basic definitions, let us take a closer look at the 

process of hydrolysis. Hydrolysis, according to Baes and Mesmer [15] is a " ... word 

applied to chemical reactions in which a substance is split or decomposed by water" 

such as " ... the solution of salts and the reactions by which they are converted 

to new ionic species or to precipitates-oxides, hydroxides, or basic salts." Our 

primary interests lie in the hydrolysis of cations to form soluble hydroxide or oxide 

complexes as well as the formation of hydroxide and oxide precipitates. 
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Before going any further, it is prudent to clarify the term ionic species. This 

term refers to " ... the actual form in which a molecule or ion is present in solu­

tion" [106]. Figure 3.8 shows the various forms in which metal species exist in an 

aqueous system. As mentioned in Section 3.2., it is virtually impossible to draw a 

line between fully dissolved and colloidally dispersed substances. For example [106], 

" ... colloidal metal-ion precipitates such as Fe(OH)a(s) or FeOOH(s) may occa­

sionally have particle sizes smaller than 100 A-sufficiently small to pass through a 

membrane filter. Organic substances can assist markedly in the formation of stable 

colloidal dispersions" which may be one of the reasons why the usual techniques of 

colloid destabilization and removal in conventional water treatment operations do 

not work as effectively in the presence of organic contaminants. 

Having clarified this matter, we return to our discussion of metal ions. Most 

metal ions hydrolyze easily because of [15]: 

1. their ability to form strong bonds with oxygen and 

2. the presence of the 0 H- ligand, in water, over an immense concentration 

range (> 1 to < 10-14 Molar), as a result of the small self-dissociation con­

stant of water (Qw = [H+][OH-] ~ 10-14 at 24°C [36]). 

The Br(jnsted theory of acids and bases tells us that [106], " ... an acid is a 

substance which can donate a proton to any other substance, and a base as any 

substance that accepts a proton from another substance; that is, an acid is a proton 

donor and a base is a proton acceptor." So, we modify our conventional image of 

acids and bases to think of a proton donor as an acid and a proton acceptor as a 

base. Since a free proton (a hydrogen ion) cannot exist in water solution; in order 
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for a proton transfer to occur In an aqueous solution, an acid and a base must 

coexist [106]. Thus: 

Acid1 

proton + Base2 

Basel + proton 

.4cid2 

Water can be an acid as well as a base, as evident in the self~ionization reaction of 

solvent water: 

(3.1 ) 

However, water molecules which are coordinated with metal ions in a solution 

act as weak acids (remember: acids are proton donors). Stumm and Morgan [106]: 

" ... the acidity of the H20 molecules in the hydration shell of a metal ion is much 

larger than that of water. This enhancement of the acidity of the coordinated water 

may, in a primitive model, be visualized as the result of the repulsion of the protons 

of H20 molecules by the positive charge of the metal ion .... Thus hydrated metal 

ions are acids." Or, in simple terms, the positively charged metal ion repels the 

positively charged hydrogen atoms which constitute the water molecules, making 

the water 'acidic'. 

Given their ability to lose protons (or H+ ions), water molecules may exist 

with both their hydrogen atoms intact (i.e., as H20), or with just one hydrogen 

atom (i.e., as OH-)i or, perhaps, without any of the hydrogen atoms (i.e., as 

0 2-). Thus, a metal ion in water has opportunity to coordinate with the ligands 

0 2- (to form oxo complexes), OH- (to produce hydroxo complexes) and H20 (to 

form aquo metal ion complexes). Since the pH of a solution describes the relative 
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Figure 3.9: Hydrolysis of metal ions: Predominant pH range for the occur­
rence of aquo, hydroxo, and oxo complexes for various oxidation 
states of metal ions [106] 

concentrations of the products of the self-ionization of water, the ligands which are 

coordinated with the central atom change with pH. Figure 3.9, from Stumm and 

Morgan [106] describes how the pH of the solution, coupled with the oxidation states 

of the ions, determines the nature of the predominant complex forming species. 

From this figure, one can see that most monovalent ions are generally coordinated 

with H20 molecules while most bivalent metal ions are coordinated with water as 

well as the hydroxyl groups. 

Since we now know that metal ions generally exist in hydrolyzed forms, let us 

look at the process of hydrolysis in some detail. A general formation reaction for 
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soluble hydrolysis products [15] is: 

where one distinguishes the ligands 0 2-, OH-, H20, and another anion A. -. 

However, they add [15], " ... most methods of investigation cannot distinguish one 

0 2- from two OH- ligands, nor can they detect the H20 ligand .... Thus, without 

wishing to lose sight of the possible complexity of the reactions which occur and the 

products formed, we will usually simplify the reaction and formulas by considering 

hydroxide to be the only ligand; for example, the last reaction can be rewritten as: 

(3.3) 

In most cases this will be an adequate representation for our purposes" [15]. 

Baes and Mesmer provide an excellent discussion of the hydrolysis of cations 

and the 301uble species formed as a consequence of hydrolysis: 

Most cations form one or more hydrolysis products .... Because 
of the number and diversity of the hydroxide complexes which can be 
formed in solution, the resulting chemical behavior of a given metal can 
be a complicated function of pH and concentration and-if the identity 
and stability of the hydrolysis products are not known-quite unpre­
dictable. 

The determination of the identity of dissolved hydrolysis products 
has proven to be a difficult and challenging task primarily for two rea­
sons: 

1. The hydrolysis complexes formed are often polynuclear, that is, 
they contain more than one metal ion. It can be readily perceived 
that this can result in the formation of a far greater variety of 
species than would be the case if only mononuclear species were 
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formed during the hydrolysis of a cation. Less obvious, perhaps, 
is that this can also allow more hydrolysis products to be present 
simultaneously in appreciable amounts. The diversity of possible 
species and the number which can appear more or less simulta­
neously greatly complicate the problem of identifying them and 
determining their stability. 

2. The range of pH over which the formation of soluble hydrolysis 
products can be studied is often limited by the precipitation of 
the hydroxide or the oxide of the metal cation. 'While the range of 
conditions studied usually can be extended to quite supersaturated 
solutions, the limitations imposed by hydrolytic precipitation are 
often severe, rendering the problem of characterizing the hydrol­
ysis products formed in solution even more difficult than would 
otherwise be the case. 

They go on to describe the importance of soluble metal hydrolysis products 

Soluble hydrolysis products are especially important in systems where 
the cation concentrations are relatively low .... The formulas and 
charges of the hydrolysis products formed in such systems can control 
such important ~.spects of chemical behavior as 

1. adsorption of the dissolved metal on the surface of mineral and soil 
particles, 

2. the tendency of the metal species to coagulate colloidal particles, 

3. the solubility of the hydroxide or oxide of the metal, 

4. the oxidizability or reducibility of the metal to another valence 
state .... 

\Ve are already beginning to see the connection between metal ion hydrolysis and 

coagulation in water treatment. 

Now that we are somewhat aware of the hydrolysis behavior of metal cations, 

the question, logically, arises: "How does the hydrolysis occur?" Br0nsted was the 

person who first proposed the mechanism of hydrolysis of multivalent metal ions 
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as being a series of consecutive proton transfer [106]. For example, for a metal 

AJ(III) , 

kl(H20)~+ 

M(H2 0 )50H2+ 

1\J(H20 )4(OH)t 

1'vl( OHh(H20h( s) 

or, in general, 

Al(H20 )50H2+ 

Al(H20 )4( OH)t 

Af(OHh(H20 h(s) 

lvl(OH)4(H2 0 Fi 

+ H+ 

+ H+ 

+ H+ 

+ H+ 

lvl(OH2);+ ~ AI0H(OH2)~z~11)+ + H+ (3.4) 

1\,fOH(OH2)~z~11) ~ J\;1(OHh(OH2)~z_-22) + H+ (3.5) 

and so on. 

As seen in Equations 3.4 and 3.5, " ... all hydrated ions can, in principle, do-

nate a larger number of protons than that corresponding to their charge and can 

form anionic hydroxo metal complexes" [106]. This explains the formation of the 

}vf(OH)4(H20)2" species. This multistep hydrolysis mechanism is the reason why 

large varieties of species are formed. Moreover, in this way, species can be produced 

that contain 0 2- as well as OH- and H20 ligands. Such hydrolysis reactions are 

usually rapid. Note that in all cases, only mononuclear hydrolysis species (i.e., 

species containing only one metal ion) are formed. For such processes, involving 

the formation of mononuclear hydrolysis species, this relatively simplistic picture is 

pretty accurate [15]. 

The mononuclear hydroxide complexes, known to be generated in reactions of 

the type shown in Equations 3.4 and 3.5, are stable. This suggests that the OH­

ions are bound directly to the cation, hence the formation of the first mononuclear 
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speCIes can occur simply and rapidly by the loss of a proton from the hydrated 

cation as 

(3.6) 

As additional protons are lost to produce the successive mononuclear species, at 

some point a decrease in coordination number may occur. For example, the 

Al(OH2)~+ ion can be hydrolyzed ultimately to Al(OH)4". Also, as mentioned 

earlier, this is a pH dependent phenomenon. Shown, in Figure 3.10 is the pH range 

over which the soluble mononuclear complexes of OH- and/or 0 2- ligand pre­

dominate provided the metal concentration is low enough to prevent the formation 

of polynuclear species. The formulas have been written excluding the H20 ligands. 

Thus, Al(OH)4(OH2)2" is written as Al(OH)4". 

3.3.3. Polynuclear species 

Most of our discussion, so far, has revolved around mononuclear species. 'While 

investigators initially assumed the existence of only mononuclear species, they soon 

became aware of polynuclear species in solution of metal cations. vVhat are polynu­

clear species? As the name itself suggests, polynuclear species are just like mononu­

clear hydration complexes-except that they contain many metal ions and not just 

one metal ion. vVe can see some examples of such species in Figure 3.11. 

According to Stumm and Morgan [106], " ... the existence of multinuclear hy­

drolysis products is a rather general phenomenon. For example, the hydrolysis 

species like Fe(H20)50H2+ can be considered to dimerize by a 
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Metals Believed lo Form Such Complexes 

Be(II). Mn2 +. Zn(ll). Cd(II). 

Cu(lI). Fe(lII). Hg(II). Sc(II). UO; 

Hg(IJ). Sn(lJ). PbO!). Sc(1I1) 

Sc(III).ln(lll) 

Pb(lJ) 

BeJ(OH)~' • Bih(OH)~;- • Pbh(OH)!' 
AI7(OH)~;. AIIJ(OH)~~·. Mo-O~~ . 
V 1Il0~; 

Figure 3.11: Multinuclear complexes. (a): Examples of multinuclear com­
plexes and metals known to form such complexes [106]; (b): The 
[AI1304(OHh4(H20h2J7+ ion. The drawing shows how the 12 
AI06 octahedra are joined together by common edges. The tetra­
hedron of oxygen atoms in the center of the structure contains 
one four-coordinate aluminum atom. (Figure and caption copied 
from Baes & Mesmer [15J) 
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condensation process .... The dimer may undergo additional hydrolytic reactions 

which could provide additional hydroxo groups which then could form more bridges. 

The terms '01' and 'oxo' are often used in referring to the -OH- and the -0- bridges. 

A sequence of such hydrolytic and condensation reactions, sometimes called olation 

and oxolation, leads under conditions of oversaturation with respect to the (usually 

very insoluble) metal hydroxide, to the formation of colloidal hydroxo polymers and 

ultimately to the formation of precipitates." 

In other words, the formation of most polynuclear speCIes results from the 

almost unique tendency of OH- among the simple ligands to form bridging linkages 

between two (or more) cations. Hydroxide bridges seem to be responsible for the 

formation of nearly all the polynuclear species of the iVI2+ , iVI3+ and iVI4+ cations, 

the 0 H- being shared by either t"wo or three adjacent cations. Such reactions (i.e., 

the formation of polynuclear species), as well as the simple loss of a bound water 

molecule, involve the rupture of an iVI-OH2 bond, and this can be a much slower 

process as compared to the formation of mononuclear hydrolysis products. While 

the hydroxide complexes formed at very low concentrations are usually mononuclear, 

these simpler hydrolysis products often have not been characterized because, at 

the higher concentrations where hydrolysis is normally studied, the polynuclear 

complexes usually are dominant. The strong tendency of 0 H- to coordinate more 

than one cation in solution to form bridges is almost unique among the simple 

ligands. It is probably caused by the relatively large negative charge that can reside 

on the oxygen atom in the electric field of two or more neighboring cations. In the 

pH range lower than the zero point of charge of the metal hydroxide precipitate, 

positively charged metal hydroxo polymers prevail. In solutions more alkaline than 
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the zero point of charge, anionic hydroxo complexes (isopolyanions) and negatively 

charged colloids exist. 

While a variety of polynuclear species are formed, the number is by no means 

as large as investigators once thought. (For more details see Baes and Mesmer [15]). 

The most favored configurations for polynuclear species appears to be symmetrical 

ones [15], as shown in Table 3.3. 

Some of the first proposals of a general mechanism of hydrolysis and formation 

of polynuclear species were by Sillen. He suggested that .NI( OH)~ z-t)+ groups are 

added stepwise to the cation, as shown in Equation 3.8: 

AI(OH)t(z-t)+ lvI(OH)t(z-t)+ 
lvIz+ ----+ .NI2( OH)~2z-t)+ ----+ ~! (OH)(3z-2t)+ 

1~ 3 2t ... 

(3.8) 

Quoting Baes and Mesmer [15], "This hypothesis of continuing polymerization (the 

"core-pIus-links" hypothesis) was an appealing simple concept, but ... it soon be-

came clear that this stepwise polymerization process rarely, if ever, occurred." 

Now, after more extensive work on this phenomenon, it is thought that while 

[15] " ... cations generally appear to hydrolyze to give mononuclear species at suffi­

ciently low concentrations, they often produce a small number, usually one to three, 

of polymer species which predominate at ordinary concentrations. All but a few 

such species are to be found among the following dimers, trimers and tetramers 

such as shown below: 

lvI2( 0 H)(2z-1)+, 

lvI (OH)(3z-3)+ 
3 3 ' 

lvI4(OH)~4z-4)+ 

lvI2( 0 H)~2z-2)+ 

A!3( OH)~3z-4)+, 
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Table 3.3: Occurrence and structure of polynuclear hydrolysis products [15] 

Species Cation Probable Structure 
• = A1z +,0 = OH-

AI2OH3+ Be2+ lvlnH COH Ni2+ 0-0-0 ' , , , 
Zn2+ CdH HgH PbH , , , 

AI2( OH)~2Z-2)c.- CU2+ SnH UO H Np02+ 

~ 
, , 2' 2' 

PUOH llOH 2 , , 

Al3+ SC3+ Ln3+ Ti3+ Cr3+ , , , , , 
Th4+ 

0 .M3(OH)~+ Be2+,HgH 

AI3( OH)~3Z-4)+ SnH PbH 

$ , , 
Al3+ Cr3+ Fe3+ In3+ , , , 

AI3( OH)~3Z-5)+ u O~+ , N pO~+ , PuO~+ , 

* 
SC3+ y3+ Ln3+ , , 

AI4( OH)!+ IvI g2+ , C OH , N i2+ , C d2+ , 

1J$ PbH 

AI4( OH):+ Zr4+ Th4+ , IvI4 square with eight 0 H-
ions, one centered over and 
under each edge . 

. M6(OH):+ Be2+ Pb2+ , A16 octahedron with eight 0 H-
ions centered on faces. 

lvI6( OH)~t Bi3+ M6 octahedron with 12 OH-
ions centered along edges. 
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Occasionally, higher polymers such as 

occur." 

It must be emphasized that the polynuclear species need not necessarily be lin­

ear species. They can be linear, planar or three dimensional complexes, as shown in 

Figure 3.11 and Table 3.3. As mentioned earlier, the formation of such polynuclear 

species is an intermediate step in the formation of insoluble precipitates. 

3.3.4. Dilution, pH and nature of hyd~olysis species 

We have, thus far, studied mononuclear and polynuclear species individually. 

Obviously, in a real solution, these will exist simultaneously. We now look at the 

relative amounts of each of the species, as they coexist in a real solution. 

In the hydrolysis of metal cations, the following rules can be established [1061: 

1. The tendency of metal ions solutions to protolyze (hydrolyze) increases with 

dilution and with decreasing (H+j. 

2. The fraction of polynuclear complexes in a solution decreases on dilution. 

Therefore, there must exist concentration regimes where either the mononuclear 

species predominate or the polynuclear species, or both. For a given metal cation, 

one can calculate the conditions corresponding to a "mononuclear wall." A "mononu­

clear wall" can be thought of as the concentration of the metal ion where the 

polynuclear species concentration is much, much less than the concentration of the 

mononuclear species. For example, we might want to find the concentration of a 
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salt in water when the concentration of the polynuclear species, A/polynuclear' is 

1/100 of the concentration of the mononuclear species, A/mononuclear' Stumm 

and Morgan [106] illustrate this with an example: 

In the dimerization of CuO H+ , 

(3.9) 

... the dimerization is concentration dependent. Thus for a Cu(II) sys­
tem where CUT = [Cu2+]+[Cu(OH)+]+2[CU2(OH)~+], the equilibrium 
can be formulated as: 

[Cu2(OH)~+] [Cu2(OH)~+] 
[CuOH+j2 - (CUT - [Cu2+]- 2[CU2(OH)~+])2 =* K22 (3.10) 

and it becomes obvious that [Cu2(OH)~+] is dependent upon CUT' With 
the help of Equation 3.10 and 

(3.11) 

for each pH, the mononuclear wall (e.g., CUT for [CUdimer] = 1/100[Cumonomer]) 
can be calculated .... 

In other words, given the ionic strength of the metal ion and the pH of the 

solution, it is possible to calculate the relative concentrations of the mononuclear 

and polynuclear species. Or, for a given pH, one can calculate the total metal ion 

concentration at which the concentration of one species will predominate over the 

other. 

3.3.5. Precipitation 

We have, so far, been concerned solely with soluble species formed when a 

salt is dissolved in water. What happens when the solution is "oversaturated"? 

Precipitation occurs. Since, in water treatment, most of the chemical dosage of 
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metal coagulants takes place at levels exceeding the solubility limits of the chemical 

(i.e., in the precipitation zone), we must study how this phenomenon occurs. 

The formation of a precipitate can be thought of as the culmination of the 

process of hydrolysis and the formation of polynuclear complexes. These polynuclear 

species can be thought of as " ... aggregates of ions that form the building stones in 

the lattice" which" ... combine with other ions to form neutral compounds" [106]. 

How do these dissolved polymeric species end up forming insoluble precipitates? In 

order to form a precipitate, these species need a nucleation site around which they 

can precipitate out of solution. Quoting Morel [79], the " ... initial formation of solid 

nuclei by precipitates in a saturated solution is a very complicated process, usually 

involving the formation of polymeric species. Owing to their large surface to volume 

ratios, and hence their large surface energies, small solids are inherently less stable 

than large solids .... In natural waters, there are usually plenty of suspended 

particles to serve as nuclei for precipitation substances." The precipitates form 

around these suspended particles, enveloping them in the process of precipitating 

out of solution. 

The precipitation of ionic salts from their solutions in water brings us to the 

topic of solubility. Solubility equilibria can be described, mathematically, in terms 

of the conditions under which precipitation occurs. The dissolution of an ionic 

compound in water follows the equation [106] 

(3.12) 

the solubility expression being 

(3.13) 
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However, only in a few cases can one calculate the solubility of a salt from its 

solubility product alone. Since salts, cations, and anions interact with water and 

with each other to form complexes, we must consider this along with other factors, 

like the equilibrium of acid-base type reactions of salt with water. Stumm and 

Morgan [106] provide an excellent discussion of this topic. 

While helpful in predicting regimes of "solubility" and "precipitate formation" , 

we must remember that for most substances, particularly those involved in com­

plexation reaction with water and the hydroxide ion, these "solubility limits" are 

no magic lines which, if transgressed, result in spontaneous precipitation. In fact, 

most of such numbers which define the solubility products often have large errors 

associated with them and, therefore, need to be used with caution. In fact, " ... an 

appreciation of the various types of precipitates that may be formed and an un­

derstanding of the changes the precipitates undergo in aging are prerequisites for 

understanding and interpreting solubility equilibrium constants" [106]. 

3.3.6. Conclusion 

Let us recapitulate our Journey through the topic of metal salt coagulants. 

We started out with ionic, crystalline solids; we studied the state of "free" metal 

ions in water and their hydrolysis; the formation of mononuclear hydration species 

and polynuclear hydration species; and, finally, precipitate formation. In the next 

section, we shall combine our knowledge of colloids and metal coagulants and see 

how they interact in the process of coagulation. 
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3.4. Colloid Destabilization 

3.4.1. Introduction 

As mentioned in Section 3.2., coagulation is the process by which the coagulant 

species interact with colloids (and, in the process, alter the surface chemistry of the 

colloidal particles) and these destabilized particles collide with each other and join 

to form larger particles. Colloid destabilization is undoubtedly the step which plays 

the most important role in conventional water treatment processes. 

The question, naturally, arises: how does this tie in with coagulant hydrolysis 

and colloids? Particle destabilization in aqueous systems is a composite function 

of colloid-water, coagulant-water, and colloid-coagulant interactions [84]. We have 

already studied the behavior of colloids and coagulants separately and this section 

will bring forth the interaction between the two. 

If we look back into Section 3.2. of this thesis, we notice that the methods of 

colloid destabilization include 

1. double layer compression, 

2. adsorption, 

3. enmeshment in precipitates. 

As far as water treatment is concerned, rarely does the "double layer compression" 

mechanism operate because the ionic strength in the waters is much, much lower 

than the levels where such a phenomenon would be deemed significant. So, it is one 

or both of the other two mechanisms that bring about the destabilization of colloids 

which are kinetically stable. As O'Melia [85] describes it, " ... the destabilization 
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of colloids ... is probably accomplished either by adsorption of coagulant speCIes 

or by enmeshment within hydroxide ... precipitates." Surprisingly, of these two 

mechanisms, most books on colloid chemistry discuss only the adsorption mode of 

colloid destabilization without ever mentioning the "sweep floc" type of process. 

Why? 

Perhaps we can answer the question by the end of this section. So, let us 

examine these processes in detail. 

3.4.2. Adsorption-destabilization 

What is adsorption? 

"Adsorption is normally thought of as a process by which a molecule or atom 

in a fluid is attached to a solid surface, and it is implied that the molecule (or atom) 

is in the same location as the site" [98]. 

The process of adsorption of a species from solution to the surface of a colloid 

involves two steps [57;98]: 

• the transport step: process by which adsorbing chemical species are trans­

ported from the bulk solution to the adsorbing surface and is a "space proc-

ess", 

• the adsorption step: process by which the chemical species make contact with 

the adsorbing surface by overcoming any repulsive surface forces that may be 

important at short distances of separation. The interaction between the site 

and the species is thus a "point process". 

The forces governing these two steps can be classified into three categories 
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Table 3.4: Intermolecular interactions of significance during adsorption 
[114] 

[57,114]: 

A. Chemical Reactions with Surfaces 
Surface hydrolysis 
Surface complexation 
Surface ligand exchange 
Hydrogen bond formation 

B. Electrical Interactions at Surfaces 
Electrostatic interactions 
Polarization interaction 

C. Interactions with Solvent 
Hydrophobic expulsion 

1. Forces and torques related to the motion of the fluid, motion of the particles 

relative to the fluid, and forces causing the Brownian motion of the particles 

(the hydrodynamic drag forces and torques and the 'diffusion forces' fall under 

this category.). 

2. External forces such as those due to electric, magnetic and gravitational fields. 

3. Chemical and colloidal forces which result from the interactions of particles 

and coagulant/solvent molecules (and/or ions) in the suspending medium. 

Intermolecular interactions which have some significance in these interactions 

include those shown in Table 3.4. 

The process of transporting the chemical speCIes from the bulk solution to 

the substrate is controlled by forces in the first two categories while the process of 

attachment to the substrate is governed by close range forces of the kind described 
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in the third category. Given the molecular dimensions of the chemical species in 

question, and knowing that conventional water treatment does not use external 

magnetic and electric fields, we can very easily discount the second set of factors 

from our problem, leaving us with hydrodynamic/diffusional forces which operate 

on large length scales and chemical forces operating at the smaller length scales. 

How does adsorption occur? The adsorption of a molecule onto the surface of 

a solid involves the following steps [106]: 

1. removal of solute molecule from solution 

2. removal of solvent molecule from the solid surface 

3. attachment off the solute molecule to the surface of the solid. 

In an aqueous medium, adsorption can occur through a variety of mechanisms, 

which can be understood by studying the relationships between solvent, solute and 

surface. Among the latter, " ... the chemical interactions of some importance are 

those of the solute with the surface and those of the solute with the solvent. The 

interaction of the solvent with the surface is of less importance in understanding 

the aquatic surface chemistry under normal circumstances, when water is the only 

solvent" [114]. 

Having discussed some generalities of adsorption, let us look at the process in 

the context of water treatment. As mentioned earlier, water treatment rarely in­

volves waters of ionic strengths large enough to bring about flocculation of colloidal 

particles because of double layer compression. To explain the mechanism by which 

the presence of small amounts of metal coagulants « 100 mg/l or so) at the appro­

priate solution conditions (pH, temperature) brought about flocculation of colloids, 
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researchers [53,54,56,85,103,104,105] carne to the conclusion that the adsorption of 

the metal species must have a hand in the process. More investigations led to the 

thought that it was not just any metal species that were adsorbed onto the colloid 

surface; only specific species behaved so. 

lf metal species are adsorbed from solution, what characteristic of the solu­

tion has greatest influence on adsorption? Intuition would tell us that the total 

concentration of the metal ions in bulk solution would be one of the factors. Actu­

ally, "Adsorption of metal ions is controlled only in part by the concentration of the 

free (aquo) metal ion; of considerable importance is the ability of hydroxo and other 

complex ions and molecules to adsorb" [56]. The same sentiments have been echoed 

by other workers in this field. For example, Stryker and Matijevic [103] think that 

" ... it was established without exception that the pH was the most important pa­

rameter affecting the adsorption .... As a rule, the adsorption of polyvalent metal 

ions increases dramatically above a certain pH. In some cases, the adsorbed amount 

rises continuously with an increase in pH. In other cases, pronounced adsorption 

maxima were observed at some intermediate pH values." Based on these arguments, 

the pH of the solution seems to be the most important control variable for metal 

ion adsorption. Quoting Schindler and Stumm [95], "The assumption that metal 

ion adsorption is based on competitive complex formation justifies the use of the 

pH value as the master variable that governs the extent of adsorption, as shown in 

Figure 3.12. For a given system consisting of metal ions, Jvl z + and an adsorbing 

(hydr) oxide, there is a range of 1-2 pH units where the extent of adsorption rises 

from 0% to almost 100%." 

Although these general features are confirmed by numerous studies, unified 
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interpretation has not yet been accepted. We shall now look at possible explana-

tions for such behavior by a metal salt solution-colloids system. The increase in 

adsorption as a function of pH has been interpreted in a variety of ways of which 

two are most prominent. Both of these theories for the enhanced adsorption believe 

that the hydrolysis of metal ions is the cause of this improvement [56,103], though 

Stryker and Matijevic [103] add that " ... the use and the meaning of the term 'hy-

drolysis' is not always consistent. In some instances, this refers to the formation of 

soluble, while in other cases to insoluble products." It appears, though, that this 

observation was made prior to the point when the hydrolysis of metal ions to form 

soluble hydrolyzed monomeric, polymeric and finally insoluble polymeric speCIes, 

as demonstrated in Section 3.3., became well established. 

Questions were raised as to whether " ... an enhanced adsorption at higher pH 

is caused by soluble hydrolyzed species or by the formation of colloidal hydroxides" 

[103]. Of the two competing theories the one espoused by Matijevic uses specific 

hydrolysis products wnile some other workers rely on general hydrolysis products 

to explain this increased adsorption at higher pH. According to Healy et al. [56]: 

Matijevic proposed that specific hydrolysis products-e.g., A1s( 0 H)~t 
in the Al(III)-H20 system-are responsible for the extensive coagu­
lation and charge reversal of hydrophobic colloids. It has also been 
demonstrated by Matijevic that the free (aquo) species of ... metal ions 
is frequently unable to reverse the charge of a sol whereas the hydrolysis 
products, often of lower charge per ion, can reverse the electrophoretic 
mobilities of ... sols. 

As an alternative to this explanation for the ability of specific hydrolyzed metal 

species to destablize colloids, many workers have argued that as opposed to the free 

(aquo) ion, [56J 
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... not only is the soluble, zero charged hydrolysis product consider­
ably more surface active than the free (aquo) ion, but also a polymeric 
charged or uncharged hydrolysis product may be formed at the solid­
liquid interface at conditions well below saturation or precipitation in 
solution. 

While some workers (working with the coagulation of kaolinite by alurninum(III)) 

" ... concluded that surface precipitates related to hydrated aluminum hydroxide 

control the adsorption-coagulation behavior," others " ... have postulated that the 

polymeric soluble uncharged Zn( 0 H)2 polymer can be nucleated catalytically at 

ZnO - H20 interfaces and will flocculate the colloidal ZnO via a bridging mecha­

nism" [56]. 

There are still others who believe that these two theories, the one emphasizing 

the "adsorption of specific often polynuclear hydrolysis products," while the other 

emphasizing the "role of polymeric species," are not mutually exclusive: a study on 

thorium (IV) adsorption has suggested a combined mechanism [56]. Thus, while the 

two groups of investigators do not see eye to eye on the specific hydrolyzed metal 

ionic species which adsorb onto solid surfaces,~alLag~adsor.ptionjs. 

~uo metal ions but due to .. ~y.~_~ol~~~_~~.~_t~~}_~~.~: 

To emphasize this point, shown in Figure 3.13 is the remarkable change in the 

coagulation characteristics of metal ions as a function of pH. These figures, from 

Hahn and Stumm [53] show" ... the correlation between the degree of hydrolysis 

of Al(I I I) and the effects of those aluminum species on the coagulation efficiency 

factor 1." 

1The collision efficiency factor is ap in the relationship kp = ap4K BT/3.,., which 

describes the perikinetic flocculation. kp is a rate constant used in the equation 
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~~ A comparison of these figures leads to the assumption that Al(I J J) becomes 

an efficient destabilizing agent when it is present in hydrolyzed and multi-meric 

forms. The diagram shows that pH and aluminum concentrations were such that 

the solutions were oversaturated with respect to the solubility product of solid 

Al(OHb" [53]. 

A similar behavior is displayed in the adsorption of cobalt(II) as reported by 

Healy et al. [56]. The adsorption of cobalt(II) at 1.3 x 10-4 Molar Co(Cl04h is 

shown in the Figure 3.14. As is evident in this figure, and in all such situations, 

" ... the most general feature of the adsorption behavior of metal ions at solid­

aqueous solution interfaces is the abrupt rise in adsorption over a narrow pH range 

. . .. If we compare the pH range at which increased adsorption occurs with the 

properties of the solution in the same pH range, there is often a striking parallel 

observed" [56]. Healy et al. quote Matijevic over an experiment in which " ... the 

increase in adsorption of thorium occurs over the same pH range where the ratio 

[Th(OH)3+]/[Th(N03)4] also increases abruptly" [56]. If we look at this comment 

closely, we notice that it is the abrupt rise in adsorption corresponds to an increase 

in the amount of the hydrolyzed species. 

Now look at Figure 3.15. \Ve see that as a function of pH, adsorption of charged 

hydrolyzed metal species from the solution can alter the nature of the electrical 

charges on the surface (of the colloid) and thus, the electrophoretic mobility of the 

colloid. We see that the electrophoretic mobility of Si02 in the cobalt solution 

-dN / dt = kpN 2. In these relations, N is number of monodispersed particles/ml, 

t is time, K B is Boltzmann'~ constant, T is the absolute temperature and TJ is the 

absolute viscosity (531. 
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Figure 3.13: Hydrolysis of 041(111) and the effect of hydrolytic A..l(11I) species 
upon the coagulation rate. (a): Logarithmic diagram of AZ(111) 
solubility as a function of Al concentration and pH; (b): Extent 
of AI-hydrolysis as a function of pH; (c): Variation of the coag­
ulation rate, expressed as collision efficiency factor, with pH at 
constant Ai dosage. (Figures and captions copied from [53]) 
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electrolyte solutions together with the electrophoretic mobility of 
cobalt(II) hydroxide as a function of pH. -6.- represent Si02 in a 
10-4 ~Iolar solution of Co(II) in water; -e- represent Co(OHh 
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(6.) follows very much the same pattern as that of C o( ° H)2 (e), as a function 

of pH. vVe can also see that in the pH region where the presence of Co(II) causes 

remarkable changes in the electrophoretic mobilities of Si02, the absence of Co(I1) 

results in the Si02 having an electrophoretic mobility that is almost constant with 

pH. This means that it is not just any hydrolysis species that is being adsorbed; it 

is the charged, polynuclear and colloidal hydrolysis products that adsorb onto the 

surface of the particles and assist in their coagulation. 
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Healy, J ames and Cooper generalize this behavior to apply to other metal ions 

by specifying that an increased adsorption occurs at the pH corresponding to the 

p* K 1 of the aquo complex; i.e., * K 1 for 

(3.14) 

Perhaps it should be mentioned here that the hydrolysis reactions of the type 

mentioned in Section 3.3., i.e., of the type shown in Equation 3.15, 

!v! Ln-1 + H L ~ j\{ Ln + H+ 
* K _ [!v'! Ln][H+] 

n - [!v!L ]fHL]' n-1, 
(3.15) 

have their equilibrium constant preceded by a * and they also have a subscript as 

shown above. This is the general relation for the addition of a protonated ligand to 

the complex, accompanied with the release of a proton. H20 fits this description 

because OH- is a ligand; and H+ coupled with OH- makes water (H20) a 

protonated ligand [97]. vVe now return to our discussion. 

The portion below, quoted from Healy et al. [56] offers a very convincing expla­

nation of the adsorption behavior of hydrolyzed metal species on particle surfaces: 

Comparison of Figures 3.14 and 3.15 shows that at the pH range 6.5-
7.5 where increased adsorption occurs, simultaneous reversal of charge 
and equivalent coagulation are both observed. This suggests that strong 
adsorption of cationic cobalt(II) species is occurring. The principal 
cobalt (II) solution species reported in the literature are represented in 
Figure 3.16 ... for the following self-consistent set of stability constants: 

Co(OHh ~ Co2+...L 20H­

CoH + OH- ;:=:!: CoOH+ 

CoH + H2 0 ~ CoOH+ + H+ 

Co(OHh ~ Co(OHh(aq) 

Co(OHh + OH- ~ CO(OH)3 

log K60 = -14.8 

log Kl = 4.2 

log· Kl = -9.8 

log K62 = -6.40 

log K63 = -5.10 

(3.16) 

(3.17) 

(3.18) 

(3.19) 

(3.20) 
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Here, C o( 0 H h represents the solid hydroxide 2. The solution data 
show that at pH values of 7.5 and 6.5 the dominant cobalt(II) species is 
the free (aquo) ion by factors of 100 and 1000 respectively. It is there­
fore highly unlikely that the coagulation at pH 6.5-7.5 and 10-4 Molar 
Co(Il) and the reversal of charge can be caused by the free CoOH+ 
species. If it is caused by polynuclear charged species then the log­
linear relationship between the critical coagulation concentration and 
the valence of the coagulating ion would require a polynuclear species 
to have a charge of +5 or +6. Such a species has not been identified 
.... If we therefore reject polynuclear polyvalent C o( J J) species, the pH 
6.5-7.5 coagulation/charge reversal must be caused by the free (aquo) 
ion. However, since the silica surface charge is not increasil1g to any sig­
nificant extent from pH 4.0 onwards, it is difficult to explain the drastic 
increase in adsorption shown in Figure 3.14 if the free Co2+ ion alone 
were the active species. However, if there is some cooperative adsorp­
tion of Co2+ with either bound or free· hydroxide ions then an abrupt 
increase in adsorption is possible; remembering that the hydroxide ion 
concentration in the interface is greater than in solution, then specific 
Co2+ interaction with surface hydroxide ions occurs as observed at a 
lower pH than in bulk. 

Or, in simple words, the question to be answered is that if, by the process of 

elimination, the 'free' Co2+ species is suspected to be the culprit in the increased 

adsorption shown in Figure 3.14, how does this adsorption occur in a specific pH 

region and not others regions? The authors propose that the particle-surface and 

water interface has a higher OH- concentration than the bulk solution. Thus, the 

pH in the interface will be larger than in the bulk solution. At this high pH (in the 

interface), the Co2+ is adsorbed onto the surface because of the presence of the 

hydroxide ions in the region. \Vhy should the adsorption enhance when the bulk 

solution pH is not even close ot being p* K I? This is because the pH in the interface 

is greater than the pH in the bulk, according to the hypothesis of Healy et al. [56]. 

2 K6i represents the equilibrium constant for a solid in equilibrium with a complex 
.M Li and ligand L in solution [97]. 
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Thus, the interface pH may be closer to p* Kleven when the bulk solution pH is 

not. That would explain why such adsorption behavior is observed! 

Summarizing the phenomenon, Healy et al. [56] conclude" ... the adsorption of 

C o( I I) at silica-water interface can be separated into 3 parts: 

1. at low pH « 6.0) and low concentration « 10-5 Molar) the active species is 

the C02+ ion adsorbing as a nonspecifically adsorbing ion in the diffuse layer. 

2. at the pH-concentration conditions above 6.5 but well below precipitation, 

C02+ is specifically adsorbed into the Stern layer, with coagulation and charge 

reversal accompanying this process. 

3. at pH-concentration conditions just below saturation the adsorbed species is 

probably a polymeric form of cobalt(II) hydroxide. At higher pH values the 

nucleation of cobalt(II) hydroxide is completed and the silica with adsorbed 

cobalt(II) behaves as cobalt(II) hydroxide. Some mutual coagulation between 

Si02 and precipitated Co(OH)2 may occur for higher Co(II) concentra-

tions." 

Stumm and O'Melia [105] in their classic paper on coagulation reaffirm the 

conclusion that 

... under favorable solution conditions (pH, temperature, applied 
metal ion concentration, time of aging) the hydrolysis products of iron(III) 
and alum(III) have a different charge than the metal ions themselves, 
and are adsorbed more readily at particle-water interfaces than non 
hydrolyzed metal ions. This tendency to be adsorbed is especially pro­
nounced for polynuclear polyhydroxo species. No adequate theory for 
this enhanced adsorption by hydrolysis is available but a few qualitative 
reasons can be given. 
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• First, hydrolyzed species are larger and less hydrated than non­
hydrolyzed species. 

• Second, the enhancement of adsorption is due apparently to the 
presence of a coordinated hydroxide group. Simple hydroxide ions 
are bound strongly at many solid surfaces and are frequently po­
tential determining ions; hydroxo-metal complexes may similarly 
or to an even larger extent be adsorbed to the solid surface. Alter­
natively, the replacement of an aquo group by a hydroxo group in 
the coordination sheath of a metal atom may render the complex 
more hydrophobic by reducing the interaction between the cen­
tral metal atom and the remaining aquo groups. This reduction in 
solvent-coagulant interaction might, in turn, enhance the formation 
of covalent bonds between the metal atoms and specific sites on the 
surface of the colloidal particle by reducing the energy necessary 
to displace water molecules from the coordination sheath. 

• Finally, adsorption becomes especially pronounced for poly hydroxo 
or poly metal species because more than one hydroxide group per 
"molecule" can become attached at the interface. Most species 
containing hydroxide groups in the ionic structure ... have been 
observed to adsorb at solid-liquid interfaces. 

3.4.3. Surface reactions 

So far, we have looked only at the coagulant behavior vis-a-vis adsorption of 

metal ion species on the particle. Since adsorption is a surface phenomenon, it is 

obvious that the particle, too, must have a role to play in this process. 

A study of the surface chemistry of oxides, hydroxides and oxide minerals helps 

In explaining the behavior of inorganic colloidal contaminants found in natural 

waters. 

In terms of the molecular dynamics, "The net energy of interaction of the 

surface with the adsorbate may result from short-range chemical forces (covalent 

bonding, hydrophobic bonding, hydrogen bonds, steric or orientation effects) and 
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long-range forces (electrostatic and van der vVaals attraction forces). For some 

solutes, solid affinity for the solute can playa subordinate role in comparison to the 

affinity of the aqueous solvent" [106]. 

Stumm and Morgan [106] think that metal oxides surfaces, in the presence of 

water, are generally covered with hydroxyl groups, as shown in Figure 3.17. Quoting 

Schindler and Stumm [95]: 

Surface chemistry of oxides, hydroxides, and oxide minerals in aquatic 
environments includes the reactions of hydrous oxide surfaces with elec­
trolyte solutions. (Hydrous oxides include oxides, hydroxides, and oxide 
hydroxides). It thus specifically includes interactions of hydrous oxide 
surfaces with H+ (resp. OH-) ions, with dissolved metal ions, ligands, 
and metal-ligand complexes .... 

In a first step these interactions consist of adsorption of dissolved 
species from the bulk of the solution to the (hydrated) oxide-water in­
terface. This step is fast and essentially reversible. It is followed by 
a series of slow and at least partially irreversible processes. The na­
ture of these consecutive steps is dependent on the prevailing surface 
concentrations of adsorbed species. 

They depict this issue very well in Figure 3.18. 

"A hydroxylated oxide particle can up to a certain degree be understood as 

a polymeric oxoacid or -base .... The specific adsorption of H+ and OH- and 

of cations, anions, and weak acids (are treated) in terms of surface coordination 

reactions at the oxide-water interface, as shown in Figure 3.19" [106]. 

The pH dependent charge of metal or metalloid hydrous oxides results from 

proton transfers at the amphoteric surface: 

== lVleOHt ~ == JvleOH + H+ 

== lVleOH ~ == AleO- + H+ 

(3.21 ) 

(3.22) 
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(a) 

(b) 

(c) 

Figure 3.17: Schematic representation of the cross section of the surface layer 
of a metal oxide .• , Metal ions; 0, oxide ions. (a): The metal ions 
in the surface layer have a reduced coordination number. They 
thus behave as Lewis acids. (b): In the presence of water the 
surface metal ions may first tend to coordinate H 20 molecules. 
(c): For most of the oxides dissociative chemisorption of water 
molecules seems energetically favored. Oxide surfaces carry typ­
ically 4-10 hydroxyl groups per square nanometer. (Figure and 
caption copied from [106]) 
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where == indicates the fact that the chemical entity exists on the surface of a particle. 

"As Figure 3.19 illustrates qualitatively, the specific binding of H+ and cations 

increases and the specific binding of OH- and anions decreases the net charge of 

the particle surface" [106]. 

According to Westall [114], "Adsorption driven by hydrophobic interactions is 

relatively easy to characterize since interactions are rather nonspecific. In contrast, 

adsorption at hydrous oxide surfaces is generally quite specific and correspondingly 

more difficult to characterize." The immense diversity of colloids and coagulants 

as well as the specificity of these adsorption reactions may be one of the reasons 

why generalized models of adsorption of metal ions on inorganic colloids have not 

become very popular in environmental engineering. 

Since adsorption sites on a colloidal particle are thought to be uniformly dis­

tributed all over the particle surface, it is natural to think that adsorption of species 

onto the surface, too, should occur uniformly and randomly over the entire surface. 

Actually, the adsorption pattern of these species on the surface of the solid need 

not be random. In fact, there is reason to suspect that it is not random and that 

there are distinct patterns in which the adsorbed species organize themselves on the 

surface of the solid [43]. However, " ... adsorption of metal ions exceeding a critical 

surface concentration leads to formation of hydroxide clusters of the adsorbed metal 

on the adsorbing surface, a process that has been termed 3urface precipitation. Sur­

face precipitation may result in complete coating of the initial surface and thus in 

a fundamental change in surface properties" [95]. 

'What happens after adsorption of the species onto the surface? Once molecules 

are adsorbed, they undergo" ... slow structural and chemical rearrangement ... on 
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the colloid surface, directed towards the attainment of a more stable organization of 

the surface layer" [54]. That, perhaps, constitutes the last stage in the adsorption 

of hydrolyzed metal ions on a colloid and its (i.e., colloid) destabilization. 

3.4.4. Water treatment applications 

Coming back to the water treatment context, we can now better visualize 

O'Melia's description of the adsorption destabilization mechanism vis-a-vis clay-

like (inorganic) colloids in water. Quoting from his classic work [85]: 

vVhen a quantity of Fe(I1!) or Al(111) salt sufficient to exceed the 
solubility level of the metal hydroxide is added to water, a series of hy­
drolytic reactions occurs, proceeding from the production of simple hy­
droxo complexes through the formation of colloidal hydroxometal poly­
mers to the formation of a metal hydroxide precipitate. These hydroxo 
metal complexes are readily adsorbed at the interface; simple aquometal 
ions are not adsorbed. It can be calculated and seen that simple solu­
ble species do not contribute significantly to particle destabilization in 
water '" treatment .... 

The dosages of Al(I1!) and Fe{II!) salts required in practice for the 
destabilization of colloids are always sufficient to exceed the solubility of 
the metal hydroxide, thus it is plausible to consider that destabilization 
in these systems is brought about by Al(11!) and Fe(II1) polymers 
which are kinetic intermediates in the eventual precipitation of a metal 
hydroxide precipitate. These polymers are hydroxo metal complexes 
and are adsorbed on colloidal particles. 

This ability of colloids to adsorb charged species from the solution results in 

their accumulation on the surface of these particles. This influences the net charge 

present on the colloid. Thus, if a negatively charged colloid adsorbs positively 

charged species from the solution, the net charge of the surface is decreases. As 

discussed in Section 3.2., this results in a lowering of the electrostatic potential which 
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must be overcome by another colliding particle so as to result in more 'efficient' 

collisions. However, since the adsorption of hydrolyzed metal species from the 

solution onto the colloid is not entirely governed by the electrical charges already 

present on the colloid, it is possible to adsorb more and more of the metal species 

onto the colloid so as to produce a charge reversal. 

3.4.5. Conclusion 

From the above discussion, the importance of the amount of coagulant added 

to a suspension as well as its pH come out as the master control variables which can 

make or break a coagulation process. It would be best to be able to predict, for a 

given amount of surface concentration (i.e., colloid surface area concentration) the 

dosage and pH of the suspension so as to obtain optimal removal efficiency in the 

subsequent water treatment processes-i.e., flocculation/sedimentation/filtration, 

direct filtration etc. However, the immense variety ofraw water supplies and colloids 

with which water treatment plants have to grapple have made it somewhat difficult 

to get a generalized solution to this problem. 

3.5. Mixing 

3.5.1. Introduction 

We have, thus far, examined the chemical aspects (colloids, coagulants) of our 

problem. \Ve now go into its physical aspects. 

In the process of rapid mixing, we seek to distribute coagulants in water so 

that we have a homogeneous mixture, at the molecular level, of coagulant species 
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in water. Since mechanical dispersion, by itself, cannot achieve a uniform coagu­

lant distribution at the molecular level, molecular diffusion-in conjunction with 

dispersion-is needed to achieve this goal. In this section, we see the roles played 

by diffusion and dispersion in mixing. 

3.5.2. Entropy and mixing 

First Law of Thermodynamics: The energy of an isolated system is con­

stant [14]. 

The first law says that in any thermodynamic process, the energy is conserved. 

However, we see changes all around us, some of which occur spontaneously while 

others do not. A hot body spontaneously loses heat to colder surroundings, gases 

expand irreversibly, chemical reactions run in one direction than the other. None 

of these phenomena are ever reversed spontaneously. The cold surroundings never 

pump heat into a body; gases do not spontaneously compress .... 

In all of the cases mentioned above, even though the total internal energy of 

the system in conserved, there is an obvious selectivity in the processes which do 

take place. What is it that controls the direction of spontaneous changes? 

" ... when a change occurs the total energy remains constant, but it is parcelled 

out in different ways. Can the direction of the spontaneous change be related to 

some aspect of the di.5tribution of energy? We shall see that this is so. Spontaneous 

changes are always accompanied by a reduction in the 'quality' of energy, in the 

sense that it is degraded into a more dispersed, chaotic form. Spontaneous, natural 

changes are simply manifestations of the natural tendency of the universe towards 

greater chaos" [14]. 
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Let us examine the degradation of energy as illustrated by Haken [55]: "Con­

sider a moving car whose engine has stopped. At first the car goes on moving. 

From a physicist's point of view it has a single degree of freedom (motion in one 

direction) with a certain kinetic energy. This kinetic energy is eaten up by friction, 

converting that energy into heat (warming up the wheels, etc.). Since heat means 

thermal motion of many particles, the energy of a single degree of freedom (motion 

of the car) has been distributed over many degrees of freedom. On the other hand 

quite obviously, by merely heating up the wheels we cannot make a vehicle go." 

That's because for heat (motion of particles in all directions) to be converted to the 

motion of the car in one given direction is almost impossible. For such an event to 

occur, all the randomly moving chaotic molecules would have to become organized 

and move, simultaneously, in a given direction. This 'event' is so entirely unlikely 

that it can be thought of as being impossible. 

Thus, the direction of spontaneous change is " ... the direction of change that 

leads to chaotic dispersal of the total energy" or, more formally, " ... the direction of 

spontaneous change is away from a state with a low intrinsic probability of occurring 

and towards one of greater intrinsic probability" [14]. 

"In the realm of thermodynamics, these phenomena have found a description. 

There exists a quantity called entropy which is a measure of the degree of disorder. 

The (phenomenologically derived) laws of thermodynamics state that in a closed 

system (i.e., a system with no contacts to the outer world) the entropy ever increases 

to its maximal value" [55]. Or, more formally stated, 

Second Law of Thermodynamics: The entropy of an isolated system increases 

during any natural process [14]. 
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• 

Figure 3.20: Drop of dye spreading in water [55] 

How is entropy related to mixing? Increase of entropy is the principle which 

drives the phenomenon of mixing. It is one of the best examples of an irreversible 

process the result of which is an increase in entropy. 

How does mixing occur? Consider a beaker full of water (:::::: 1 liter ) into 

which a 1 ml drop of a concentrated dye (which has a dye content of 1 mg and 

the drop is of about the same density as the water) is introduced. If the beaker 

is left undisturbed for some time in a constant temperature environment, we will 

notice a gradual change in the system. The drop continues to diffuse outwards in 

all directions until, many hours later, the entire beaker is uniformly 'colored', as 

shown in Figure 3.20. The dye forms a homogeneous solution with a strength of 1 

mg/liter. However, we also know that at the time of introduction, the entire dye 

was concentrated in just one spot. 
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3.5.3. Molecular diffusion 

What caused the dye to spread? The spreading of the dye occurred through 

the phenomenon of diffusion. Diffusion is a " ... macroscopic motion of components 

of a system that arises from concentration differences" [74J in space, at a given time. 

Or, being a little more specific, Adamson [1J says: 

Diffusion is a process of spatial drift of molecules due to their kinetic 
motion; the physical picture is one of successive smail, random move­
ments. The process is often referred to as a random walk, the analogy 
being to a person taking successive steps but with each step unrelated 
in direction to the preceding one (the alternative scientific colloquialism 
is the "drunkard's walk"). A given molecule will then drift away from 
its original position in the course of time, and purely as a statistical 
effect there will be a net average drift rate from a more concentrated to 
a more dilute region. 

This is described by Fick's law 

J = _V
dn 
dx 

(3.23) 

where J is the net drift expressed in molecules crossing a unit area per unit time, 

and dn/ dx is the concentration gradient in the drift direction. The coefficient V 

is known as the diffusion coefficient and at 1 atmosphere pressure and 25° Care 

typically lO-lcm2s-1 for gases, lO-5cm2s-1 for liquids, and extremely smail for 

solids [74]. 

Another way of defining V, as suggested by Einstein is as follows [1]: 

As illustrated in Figure 3.21 a molecule will, as a result of its random 
walk, find itself some distance x from its starting point after an elapse 
of time t .... Consider a situation in which there is a concentration 
gradient in one direction only, as in the case of diffusion along the length 
of a long tube or cell. There will be some average distance x which a 
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Figure 3.21: Random walk [1] 
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molecule will diffuse along the tube in time t. If we take a reference 
cross-section, then as illustrated in Figure 3.22, half of the molecules 
within a distance x on either side will cross the reference plane in time 
t. The diffusional flow from left to right is therefore ~nlx while from 
right to left is ~n2x .... Since n2 = nl + x( dnj dx), where dnj dx is the 
concentration gradient, the net flux across the reference plane is 

1 1 x dn x 2 dn 
J = t[2n1x - 2(n1 + x dx)] = - 2t dx' (3.24) 

Comparison with the previous equation gives 

x 2 

V=-
2t 

(3.25) 

This process continues until the concentration gradient disappears (dn j dx = 0) 

III the entire system. The concentration as a function of location in the above 

situation, can be visualized in Figure 3.23. 

If we look back at the "dye-in-the-water" example, we can see that while the 

molecules of the dye are diffusing in all directions, moving away from the original 

'drop' into the bulk of the solution; water molecules are diffusing from the regions 

surrounding the dye drop into regions of higher dye concentrations. Thus, the 

mixing of two substances depends on the ability of both the components to diffuse 

into each other, as characterized by the parameter V. 

Apart from D, the (time) rate at which diffusion (per unit area) occurs is very 

strongly dependent on the concentration gradient dnj dx. The higher the concen­

tration gradient, the faster the diffusion rate (with respect to time). In order to 

speed up the diffusion process, one could alter V or dnjdx. However, V is fixed for 

a given set of mixing substances and so, one cannot vary it in order to speed up 

mixing by diffusion. 

One other variable left to play with is dn/ dx-the concentration gradient. ·We 

see that in a spherical drop of dye in water, the concentration gradient between 
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Figure 3.23: Concentration profiles during diffusion. Adapted from Levine 
[74] 
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the center of the drop and the water in the bulk of the container is iii ~ where 

ii is the concentration of dye molecules in the drop and d is the diameter of the 

drop. The higher the concentration gradient, the faster the diffusion (time) rate. 

In order to increase the concentration gradient, one would either have to increase 

the concentration of dye n in the drop, or reduce d, the diameter of the drop. 

Given the fact that solubility might be a limiting factor on the levels to which the 

concentration can be increased, the possibility of an increased diffusion because of 

a reduction in the drop size can be used to hasten diffusion. However, this decision 

would be case dependent and each mixing problem would need to be examined in 

order to make a proper decision. 

Fick's Law (Equation 3.23) can be interpreted as saying that for a given sub-

stance, all other conditions being identical, J, the net drift expressed as molecules 

crossing a unit area per unit time, is directly proportional to the concentration 

gradient dn I dx and the drift is in the direction from a region of high concentration 

to a region of low concentration. Note the words "unit area". This means that 

for a given concentration gradient between two substances, the net diffusion will be 

greater for larger area of interaction. 

In our case, we have a drop of volume 1 ml = 1 cm3. If we assume the drop 

is perfectly spherical to begin with, and has a diameter d, then 7T" ~ = 1 cm3. The 

diameter d is 1.24 cm and the net surface area of the drop rrd2 is 4.84 cm2. At 

t = 0, we measure a concentration gradient across the drop, d/2 = 1.61n is > o. 
This means that the total instantaneous diffusion rate (at t = 0) across the surface 

of the spherical drop is 4.84 cm2 x J. 
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Let us repeat this experiment by introducing into the water 100 smaller drops 

of the same dye solution whose combined volume is 1 cm3, (instead of one large 

drop of 1 cm3 volume). The total surface area of the drops is now different, as 

is the concentration gradient between the center of the spherical drops and the 

water at the surface of these drops. The diameter of each drop is d100and so 

d3 
1007r~ = 1 cm3; d100 = 0.27 cm and the total surface area of 100 drops is 

1007rdrOO = 22.45 cm2 which is almost 5 times the surface area of a single drop. 

The resulting concentration gradient at t = 0 is d
1
:O/2 = 7.411i. 

J100, the rate of diffusion per unit area per unit time when 100 droplets exist, 

is proportional to dn/dx. JI00/ J = (-V7.41n)/( -V1.61n). Since V is the same 

in both cases, J100/ J = 7.41/1.61 = 4.60. Or, J100 = 4.60 x J. If we calculate 

the total instantaneous diffusion rate (at t = 0) through the entire surface area 

available, we get 22.45 cm2 x JI00 = 103.27 cm2 x J which is about 20 times 

the total diffusion rate as calculated for a single drop! In reducing the size of the 

spherical drops, we have also reduced the total distance which the molecules have 

to travel before they can start getting into the bulk solution. For example, for the 

smaller drops, the molecules originally at the center of the sphere must travel a 

distance ~ 0.14cm while the molecules at the center of the larger drop must travel 

::::: 0.62cm to reach the bulk solution. This will further reduce the time needed 

for uniform mixing of the molecules of the smaller droplet with the bulk fluid, as 

compared to the time taken by molecules of the larger drop. 



99 

Figure 3.24: The process of dispersion [28] 

3.5.4. Dispersion, diffusion and micro mixing 

It is obvious from the above example that for a given concentration of dye, the 

overall rate of diffusion can be increased by increasing the concentration gradient 

as well as increasing the "exposed" surface area of the mixing substances. We have 

already seen that this occurs when the drop size of the dye is reduced. If we follow 

these means of increasing the (time) rate of diffusion, we must find some mechanism 

by which larger drops can be dispersed into the other, i.e., a way by which dye can 

be rapidly broken into fine droplets and these droplets spread uniformly throughout 

the entire system so that diffusion proceeds at a faster rate than when just one big 

drop of dye is introduced into the system. 

This point is well illustrated in the following set of figures taken from Brodkey 

[28]. Illustrated in Figure 3.24 is the process of dispersion-the process by which 
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Figure 3.25: Influence of increased surface area and reduced dimensions on 
mixing. Adapted from Brodkey [28] 
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the solute fluid is broken down in a manner so as to substantially reduce the size of 

the 'particles' of solute fluid (e.g., dye solution), so as to increase the area "exposed" 

to the solvent (e.g., water) as well as to increase the concentration gradients. 

Figure 3.25 displays the effects of size reduction on the overall rate of diffusion. 

We have 3 columns and 5 rows of pictures. The topmost row shows three different 

levels of dispersion of a dye, with increasing levels of dispersion from left to right. 

As we can see, the thin filamentous structure of the elements in the third columns 

provides them with a surface area and a dye concentration gradient which is much 

greater than that of the elements in the first column. The elements in the middle 

column show an intermediate level of dispersion between the left and the right 

columns. 

The topmost row of pictures can be regarded as t = 0 = to for diffusion. 

Pictures in the subsequent rows can be thought of as corresponding to times of 

diffusion t1, t2, t3 and t4 respectively, where t4 > t3 > t2 > t1 > to' These 

pictures show that the dye elements in the third column diffuse much faster than 

the elements in the first or second columns, causing the system to achieve a higher 

level of homogeneity thari the elements in columns 1 or 2. 

These figures (3.24,3.25) also illustrate the scaling nature of the mixing process. 

In other words, whenever we specify mixing, we must specify the scale at which we 

want mixing to occur. In fact, this leads to a most interesting definition of good 

mixing. On what basis is a mixture considered to be "homogeneously mixed" or 

"poorly mixed"? One way to detect homogeneity would be to take a sampler and 

sample the mixture at as many locations within the system as possible. If the 

concentration of the dye (or solute) is the same at all locations, (with due regard 
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to experimental errors), we can conclude that the mixture is indeed homogeneous. 

This leads us to the next question: How big should the sample size be? In a 

beaker of water, should our sampler examine volumes of the order of cm3 , mm3 or 

J.Lm3? Aha! We have just hit upon the very heart of the scaling nature of mixing! 

Once again, let us reconsider our dye experiment with which we now perform a 

'thought experiment'. This time, we have 106 spherical droplets with a total volume 

of 1 cm3 in 1 liter of the solution so that the dye concentration of a completely 

homogeneous solution is 1 mg/liter. Each droplet has a volume of 0.000001 = 

1 x 10-6 cm3 and these droplets are uniformly distributed throughout the entire 

volume. 

At this instant, let us freeze the flow of time and look at the concentration of 

dye in the water. We know that concentration of a solute in a solvent is defined as 

being the mass of the solute per unit volume of the solvent. So, we take a volume of 

100 cm3 and somehow separate the dye molecules from the water, weigh them and 

calculate the concentration. In this case, we will get a concentration of 1 mg/liter. 

We now repeat the same procedure by taking a volume of 10 cm3. Again we calcu­

late a dye concentration, which will be very close to 1 mg/liter. The same procedure 

is now repeated for yet smaller sample volume sizes like 1,0.1,0.01,0.001 ... cm3 

etc. 

If we follow this line of action, we will notice that a plot of the calculated 

concentration vs. log of the size of sample volume (of the kind shown in Figure 

3.26) will display a plateau for a range of sample volume sizes which lie on the 

right side of this figure. Given that 106 droplets of dye exist in 1000 cm3 of the 

solution, the smallest sample volume which will give a calculated concentration 
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Figure 3.26: Variation of concentration with size of sample volume. Adapted 
from Panton [87] 
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similar to the "homogeneous solution concentration" is of the order of 1000/106 

cm3 = 1.0 x 10-3 = 0.001 cm3. After this, as we reduce the sample volume 

sizes, the calculated concentrations will fluctuate wildly, giving values both above 

and below the "homogeneous concentration"-just as shown in Figure 3.26. If the 

spherical droplets had been bigger than 1.0 x 10-6 cm3 in volume, this irregularity 

in the concentration would have been noticeable at larger sample volume sizes but 

if the droplets had been smaller, this irregularity in the concentration measured 

would have become noticeable only at smaller sample volume sizes. 

Now, we "unfreeze" time and allow diffusion to spread the dye into the bulk 

solution. Let us call to, too and tt as the times corresponding to situations where 

(i) diffusion has just started, (ii) diffusion has been allowed to continue for a long 

period of time, and (iii) an intermediate time period (i.e., to = a < tt < too) respec­

tively. If, at tt and too we "freeze" time and repeat our concentration calculation 

procedures, we will see that the sample volume size at which the calculated concen­

tration starts behaving erratically is reduced. This means that diffusion has been 

reducing the inhomogeneity in dye concentrations in the "inter-droplet" region of 

the solution. And, at too, the solution will be as homogeneous as it can possibly 

be. 

If we look at Figure 3.26, we see that despite homogeneity in concentration over 

a large range of sample volume sizes, there is still considerable variation in the region 

corresponding to very small sample volume sizes. These sample sizes correspond to 

volumes whose order of magnitude is just slightly greater than molecular volumes. 

\Vild fluctuations in this zone occur because the dye and water molecules are in 

a dynamic equilibrium. Therefore, a momentary excess of either the dye or water 
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molecules will alter the instantaneous concentration calculations substantially. 

The smallest sample volume size at which the calculated concentration is simi-

lar to the homogeneous concentration is the level at which a solution can actually be 

considered homogeneous. And this can only be achieved through diffusion. Disper-

sion, the mechanism by which the solute fluid is broken up into smaller "droplets" 

or "parts" can only go so far in reducing the sample volume size in an effort to 

make a solution "homogeneous". After that, it is only diffusion which can bring 

about homogeneity at the molecular levels. Dispersion, on this basis, can be said 

to be able to make a solution homogeneous at larger scales of observation; while 

homogeneity at smaller scales of observation is the result of diffusion. 

The concept of mixing at fine scales, more appropriately called mzcromzxmg 

[23,28,29] has attracted considerable attention in the field of Chemical Engineering. 

Bourne [23] quotes P. V. Danckwerts, the pioneer in the field of mixing: 

Unless the reasons for making up a mixture are known, it is im­
possible to decide whether it is well or badly mixed. Any mixture, if 
scrutinized closely enough, will show regions of segregation-that is, 
the composition will vary from point to point. The size of the regions of 
segregations which can be tolerated will vary from one case to another. 
The term 'scale of scrutiny' will be applied here to the minimum size 
of the regions of segregation in the mixture which would cause it to be 
regarded as imperfectly mixed for a specified purpose. Defined in this 
imprecise way, the scale can only be expressed as an order of magnitude 
(length, volume or area), but the concept is a useful one. 

In other words, whenever we specify mixing and homogeneity III a mixture, we 

must also specify the purpose of mixing as well as the scale at which we desire 

homogeneity-because each application may have a different requirement vis-a-vis 

mixing. 
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In a process like coagulation of colloidal particles with coagulants like alum 

and polymers, the coagulants must be mixed to scales far smaller than the size 

of the colloids onto which they are to be adsorbed so that the colloids see a uni­

form concentration of the coagulant around them and all the colloids are uniformly 

destabilized. If this is not done, some colloids may be overdosed with coagulants 

while the others may be underdosed, resulting in improper destabilization, poor 

flocculation and resulting inefficiency in their removal from water ~1131. 

We can now appreciate why micromixing is required and how it occurs. In 

the next two sections, we shall look at turbulence and turbulent dispersion and its 

influence on micromixing. 

3.6. Turbulence 

3.6.1. Introduction 

As we saw in Section 3.5., the need for micromixing of coagulants in water is 
'----.. ------~ 

~ must. We have also seen that in order to make a solution homogeneous at the 

molecular scales, there must be diffusion of the coagulant solution into the water 

and vice-versa. However, the process of diffusion per se is too slow to uniformly 

distribute the coagulant within a reasonable amount of time so that subsequent 

treatment unit processes can be used. This requires that the homogenization process 

be expedited. 

vVe have also seen earlier that a remarkable increase in the rate of diffusion 

occurs if the solute is finely dispersed in the solvent. One of the commonest ways 

by which this step is usually carried out is through the process of intense "turbulent 
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mixing". The result of turbulent mixing is that the entire solution can be homog­

enized in a time period which is almost infinitesimal as compared with the time 

period in which pure diffusion would bring about the same result. 

Since turbulent mixing cannot be understood without a minimal acquaintance 

with the physical processes underlying turbulent flow, in this section, we will look 

at turbulent flow and its dissipative characteristics in order to better understand 

turbulent mixing. 

Turbulence was a problem with pedigree. The great physicists all 
thought about it, formally or informally. A smooth flow breaks up into 
whorls and eddies. Wild patterns disrupt the boundary between fluid 
and solid. Energy drains rapidly from large-scale motions to small. 
·Why? ... It seemed almost unknowable. There was a story about the 
quantum theorist \Verner Heisenberg, on his deathbed, declaring that 
he will have two questions for God: why relativity, and why turbulence. 
Heisenberg says, "I really think He may have an answer to the first 
question." [49] 

This quotation very aptly sums up the awe with which scientists and engmeers 

have regarded the phenomenon of turbulent fluid flow and its complexities. Despite 

attempts by innumerable scientists, little is known about its origins and behavior. 

Lesieur in his book Turbulence in Fluids [71] even goes on to say "Turbulence is a 

dangerous topic which is often at the origin of serious fights in the scientific meetings 

devoted to it since it represents extremely different points of view, all of which have 

in common their complexity, as well as an inability to solve the problem. It is even 

difficult to agree on what exactly is the problem to be solved." Given this confusion 

among the ranks of researchers, there are bound to be conflicting theories/views on 

any aspect of turbulent flow. This caveat must be borne in mind while reading this 

section. 
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Figure 3.27: Velocity measurements at a fixed point in space in a turbulent 
fl uid flow field. U: instantaneous velocity, U: mean (time aver­
age) velocity, u: velocity fluctuations superimposed on the mean 
velocity, such that U = U + u [27] 

3.6.2. Defining turbulence 

So, we ask ourselves: What does "turbulent" mean? \Vebster's dictionary-

turbulent: characterized by agitation or tumult. 

When fluids flow at very low velocities, their motion is very orderly, easy to 

understand, explain and predict. However, as the rate of movement is increased, 

the flow becomes more and more complicated until a point is reached where (flow 

parameters like) the velocity, as measured in a fluid flow field, show chaotic variation 

(about a mean value) with time and space [2], as shown in Figure 3.27. This is 

turbulent flow. 

It is very difficult to formally define turbulent flow. Some fluid dynamists think 

"It is probably not wise to make a rigid definition of a turbulent flow." [87]. But the 
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question remains: vVhat is turbulence? Shown below are two attempts to describe 

it: 

• "It is a mess of disorder at all scales, small eddies withln large ones. It is 

unstable. It is highly dissipative, meaning that turbulence drains energy and 

creates drag. It is motion turned random." [49]. 

• "The turbulent flow of a viscous fluid is one of the most complex and beautiful 

macroscopic phenomena found in nature. It is essentially four-dimensional, 

involving the time-dependent interchange of energy and momentum between 

vortices of different sizes and lifetimes, oriented with respect to each other in 

three-dimensional space." [112]. 

Descriptions of turbulent flow read like the story of the blind men and the elephant­

with each person describing only a small part of the "whole", without any universal 

descriptions involving its origins, existence and decay. 

Despite this lack of a "grand unification theory" of turbulent flow, it is accepted 

that the flow MUST display some salient characteristics before it can be christened 

as being turbulent. These characteristics include [71 ,87,96,102]: 

disorder: A turbulent flow must be unpredictable. This is synonymous with the 

criterion that turbulence must show disorder of such a nature that the flow is 

never reproducible in its entire detail even if all the experimental conditions 

are reproduced in greatest detail. 

mixing: It must be able to mix transported quantities (like heat, momentum, 

dyes etc.) much more quickly than if only molecular diffusion were involved. 
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vorticity: Turbulence must have vorticity continuously and irregularly distributed 

in all spatial directions. This means that the flow must display rotation in all 

directions. [Later, we shall see this in greater detail]. 

3.6.3. Other characteristics of turbulent flow 

Now that we know how to distinguish turbulent flow from "the rest", we, 

naturally, want to know why some flows become turbulent and others not. That's a 

million dollar question, which is yet to be answered to the satisfaction of any fluid 

dynamist worth her/his salt. 

Before stepping into the treacherous grounds of turbulent flow, it needs to 

be re-emphasized that, as mentioned earlier (see quote by Lesieur [71] at the be­

ginning of this section), this unsolved problem has attracted many explanations 

which are hotly contested by experts. There seems to be almost a vertical split 

among the fluid dynamists, based on the opposing approaches used to explain this 

phenomenon. And this tussle has become more pronounced in the last decade or 

so. One set or beliefs is advocated by followers of the statistical approach. They 

attempt to explain the dynamics of the flow in terms of the averaged flow char­

acteristics. "This community, which has followed the glorious trail of Taylor and 

Kolmogorov, believes in the phenomenology of cascades and strongly disputes the 

possibility of any coherence or order associated to turbulence" [71]. The other set of 

beliefs are supported by an ever increasing number of scientists who identify them­

selves with the emerging theories, based upon the philosophy of order within chaos. 

These scientists consider" ... turbulence from a purely deterministic point of view, 

by studying either the behavior of dynamical systems, or the stability of flows in 
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various situations. To this community are also associated the experimentalists who 

seek to identify coherent structures in shear flows" [71]. 

Though most fluid dynamists, today, follow either the deterministic or the 

stochastic approach to turbulence, these are not the only two kinds of theories which 

have been used to explain turbulent flow. These were preceded by phenomenologi­

cal theories of turbulence. Some of the phenomenological theories included, among 

others, Boussinesque's Eddy Viscosity theory, Prandtl's },-lixing-Length theory, Tay­

lor's Vorticity Transport theory, von Karman's Similarity hypothesis, etc. [27]. 

These theories, based on one mechanistic assumption or the other, were adequate 

for prediction of the mean velocity profile-necessary for solving many practical 

problems-but could not be of much help in trying to understand the true mecha­

nism of turbulent flow. These will not be discussed here. 

This student does not claim to be a fluid dynamist and, in the absence of an 

in-depth understanding of these rival theories, finds it hard to identify with either 

party or justify the use of these theories. So, the explanations used will be drawn 

from all "camps" of turbulence aficionados, with the realization that these theories 

have their respective strengths and weaknesses and, in the absence of a universal 

theory of turbulence, one must get by with whatever is available. 

Let us now return to the reason why some flows become turbulent and some not. 

We are all familiar with the "dye-in-the-pipe" experiments of Osborne Reynolds and 

his identification of laminar and turbulent flows. We also know of Reynolds number, 

named after him, which is said to be a parameter most used in the description of 

turbulent flows. Reynolds number is an indicator of the relative strengths of the 

inertial and viscous forces in a fluid flow [36]. It is defined, rather arbitrarily [102] 
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DV 
~=­

v 
(3.26) 

where R is the Reynolds number, D is a characteristic length, and V is a charac-

teristic velocity associated with the flow; v is the kinematic viscosity of the fluid. 

Laminar flows become turbulent at high Reynolds numbers. Perturbations in 

low Reynolds number flows are easily damped by viscosity. These perturbations 

may arise from a variety of factors including vibrations of the pipe, pipe roughness, 

etc. However, as the Reynolds number is made very large, these perturbations 

are able to grow because of much larger inertial forces-which tend to amplify the 

disturbances-while the damping capacity of the fluid stays almost the same. These 

perturbations cause the laminar flow to break down into turbulent flow [109,102j. 

It can be said that an "inherent instability" in high Reynolds number flows causes 

them to degenerate from a laminar to a turbulent nature. This inherent instability 

can be visualized as being similar to the instability of the structure shown in Figure 

3.28. Small perturbations to this structure may not affect its status at all. Larger 

perturbations, however, will cause it to become unstable and topple over. In the 

words of James Gleick [49j, when laminar flow turns turbulent, " ... all the rules seem 

to break down. When flow is smooth or laminar, small disturbances die out. But 

past the onset of turbulence, disturbances grow catastrophically. This onset-this 

transition-became a critical mystery in science." Even though the phenomenon is 

yet to be explained fully, we are closer to the grail today than ever before. 

As noted in the last of the three criteria necessary for a fluid flow to be consid-

ered turbulent, the flow must have vorticity continuously and irregularly distributed 

in all spatial directions. Vorticity is a parameter used to describe the strength of a 
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Figure 3.28: An example of instability. Small perturbations do not affect 
structure. Large perturbations cause the structure to topple over. 
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rotating fluid and "rotation" is sometimes used synonymously with "vorticity" but, 

as Shapiro [96] points out, " ... this does not mean flow has to be curved for vorticity 

to be present." Technically, it is "a measure of the moment of the momentum of a 

small fluid particle about its own center of mass" [96]. So, if a fluid particle rotates 

(like a solid body) about its own axis, it has a certain vorticity associated with it. 

See Figure 3.29. 

\Ve know that a streamline is a continuous line drawn through the fluid so that 

a tangent to it can give the direction of the velocity vector. Similar to streamlines, 

we have something called vorticity lines, which exist in rotational flows. A general 

flow field can be thought of as being pervaded by both, streamlines and vorticity 

lines. Vorticity lines are such that a tangent to these gives us the angular velocity 

of the fluid particles. Each vorticity line is the axis around which the fluid particles 

spin. Sometimes the vorticity is spread throughout the fluid while, at other times, 

it is concentrated in thin filaments of fluids while the remaining fluid is without 

vorticity. It is convenient to lump the vorticity into one filament called the "vortex 

core". Fluid particles spin around these vortex cores, leaving the remaining fluid 

free of vorticity. In these vortex cores, vorticity is 00 because a finite amount of 

vorticity has been dumped into a region of zero cross-sectional area, as shown in 

Figure 3.30. 

Obviously, each vorticity line (or vortex core) has its own velocity field. 'What 

happens when two vortex lines interact? Shown in Figure 3.31 are the results of a 

three-dimensional simulation of two "identical circular vortex tubes, each perpen­

dicular to a different face" (of the orthogonal planes) [115]. As a function of (some 

dimensionless) time, we see how these two tubes get intertwined and entangled-
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(a) 

(b) 

Figure 3.29: Vorticity. (a): Vorticity of a fluid particle. (b): Vorticity lines in 
a flow field. Both figures adapted from Shapiro [96] 
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Figure 3.30: Vorticity line. Adapted from Shapiro [96) 
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much like two pythons coiling around each other. 

It is plain to see that in a turbulent flow field, where "vorticity is continuously 

and irregularly distributed in all spatial directions," (remember the third criterion 

for a flow to be turbulent?), the fluid space would be a veritable mess. Shapiro [96] 

describes it almost pictorially: "Turbulent flows are full of vorticity. The vortex 

lines are like tangled spaghetti," in which the instantaneous movement/distortion 

of each vortex tube is governed by the configuration of all the vortices [48J. Shown 

in Figure 3.32 are the results of a computer simulation of how a set of 6 (six) 

symmetrically arranged vortex rings, subjected to a constant normal-fluid velocity 

in a channel with rough walls. These rings deform due to their interactions with 

each other. The liquid is superfluid helium3 [48J. The last snapshot displays the 

chaotic array of the vortex tubes in the turbulent fluid. So, we now have at least 

some idea of why there is this constant fluctuation in the measured parameters (e.g., 

velocity (Figure 3.27)). 

3.6.4. Transfer and dissipation of energy in turbulent flow 

Let us look a little more closely at the macroscopic behavior of turbulent flows. 

The following description is based on Stewart [102J. We know that under certain 

conditions, fluid motion may turn turbulent. A part of this energy of the large 

scale fluid motion is converted into turbulent energy. When the flow exhibits fully 

developed turbulence, one sees an immense range of length scales-bounded on the 

Upper scale by the dimensions of the flow field. Being unstable, these large scale 

3When liquid helium (He4) is cooled to 2.17K, it changes from an ordinary fluid 

to a superfluid-i.e., a fluid which possesses zero viscosity [48J 
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Figure 3.31: Evolution, with time, of two identical circular tubes of vorticity 
located in three dimensional space with offset, each perpendicular 
to a different face of the orthogonal planes of the coordinate 
system [115] 
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Figure 3.32: Evolution of a vortex tangle in superfluid helium [48} 
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motions break down into smaller and smaller scale motions, in the process removing 

energy from the larger scales. Eventually, the energy reaches length scales so small 

that the Reynolds number is too low for the flow to be unstable. At this juncture, 

the energy is dissipated by the action of viscosity. 

Stewart provides a beautiful analogy of this cascade with a cascade of water. 

Quoting him, [102}: 

The analogy with a cascade of water is a useful one. Here, the 
only property at the top, which matters at the bottom, is the rate at 
which water passes down the cascade. Similarly, in the turbulent energy 
cascade at the smaller scale of motions, it is only the rate of energy 
dissipation which is of any consequence. This rate, together with the 
viscosity, determines the size of the smaller scales of motion. At high R, 
the smaller scale of motion loses all directional orientation. It becomes 
isotropic. Further, at small scales, the nature of the structure ceases 
to depend on the nature of the large scale flow. Macroscopically, the 
difference between a jet and an open channel is marked. But on a small 
enough scale (as seen in shadowgraphs), the dissimilarity disappears. 

Thus, at the small scale of the energy cascade, there is a locally 
isotropic regime, which is similar for all kinds of turbulence .... What 
the R determines is the ratio of the larger scales to the smaller scales of 
the turbulent motion. 

This idea of energy being transferred from larger length scales to smaller length 

scales was the brain-child of Lewis F. Richardson. Monin and Yaglom [78] describe 

Richardson's ideas as follows: 

According to his assumption, developed turbulence consists of a hi­
erarchy of "eddies" (i.e., disturbances or nonhomogeneities) of various 
orders. Here, the "eddies" of a given order arise as a result of the loss of 
stability of larger "eddies" of the preceding order, borrowing their en­
ergy, and, in their own turn, losing their stability and generating smaller 
"eddies" of the following order to which they transmit their energy. Thus 
there arises a peculiar "cascade process," of breaking-down of eddies in 
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which the energy of the overall flow is transmitted to motions of smaller 
and smaller scale, down to motion of the smallest possible scale, which 
is stable. To be stable, these extremely small-scale motions must be 
characterized by a sufficiently small Reynolds number. Thus it follows 
that viscosity will play an important role and, consequently, there will 
be considerable dissipation of kinetic energy into heat. The correspond­
ing physical picture of developed turbulence is expressed in the following 
rhyme ... often quoted (usually without the exact reference and the last 
line): 

Big whorls have little whorls; 
'Which feed on their velocity; 
And little whorls have lesser whorls, 
And so on to viscosity 
(in the molecular sense). 

We have talked about "eddies" without really defining what an 'eddy' is. There 

are sundry descriptions of an eddy (some conflicting) available in the literature, some 

of which are shown below: 

• Webster's dictionary: An eddy is a current of water or air running contrary 

to the main current; e3p: a small whirlpool. 

• "Eddies are certain swirling motions of fluid, revealed by flow visualization" 

[93]. 

• "An 'eddy' is an assembly of strongly interacting vortex lines or sheets, inter-

acting comparatively weakly with other eddies" [26]. 

• "Irregularities in a turbulent flow field have certain spatial structures known 

as eddies. This is a vague term that may be applied to any spatial flow pattern 

that persists for a short time. An eddy may be like a vortex, an imbedded 

jet, a mushroom shape, or any other recognizable form" [87]. 



122 

Figure 3.33: "Typical eddy" in a turbulent boundary layer. Oil fog is illumi­
nated by a sheet of laser light to show the lower two-thirds of a 
turbulent boundary layer in side view. The vortex-ring structure 
just below and to the right of center, which resembles a sliced 
mushroom leaning left, is an example of what Falco has called a 
"typical eddy." Photograph by R. E. Falco. Picture and caption 
copied from Van Dyke [111] 
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Shown in Figure 3.33 is a flow pattern in which a "typical eddy" is illustrated [111]. 

As has been said earlier, turbulent fluid flow is a veritable soup of eddies­

spanning many orders of magnitudes of length. " ... at a Reynolds number of 104, 

say, the range of eddy sizes involved covers some three orders of magnitude" [112]. 

The largest of the eddies are of the order of the dimensions of the width of turbulent 

flow, while the smallest ones are of dimensions over which molecular viscosity can 

effectively transport the fluid momentum, and thus shear out velocity gradients 

[80]. "The large eddies contain most of the energy, perform most of the turbulent 

transport, and interact most with the overall mean rate of strain of the flow. The 

small eddies are more isotropic, random, and dissipate most energy. Thus, many of 

the important practical properties of the flow are determined by the large eddies, 

while the small ones playa more passive role of removing kinetic energy from the 

large scales and dissipating it" [112]. 

\Ve see that energy is transferred from the larger length scales to the smallest 

length scales and dissipated-thanks to viscosity. How does this corne about? Voke 

and Collins [112] provide a beautiful, succinct description of this process: 

The largest "eddy17 of all is the gross mean flow whose energy arises 
from imposed shear, pressure gradients, buoyancy or other body forces, 
constrained by boundary conditions. The mean flow loses energy through 
vortex formation or other mechanisms to eddies of the next smaller size; 
these are the largest true turbulent eddies. They in turn lose energy to 
smaller structures through vortex stretching or tilting. The interactions 
become increasingly random and hence isotropic as the causal link with 
the original imposed force and the boundary constraints becomes more 
extended and tenuous. 

The energy cascade may continue through many orders of magnitude 
in a high Reynolds number flow. The transfer is overwhelmingly in the 
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Figure 3.34: Three-dimensional turbulent energy spectrum and dissipation 
spectrum. k· corresponds to the Kolmogorov microscale [35] 

direction from lower wavenumbers to higher wavenumbers4. (This is 
not the case in two-dimensional turbulence-one key reason why true 
turbulence must be three-dimensional.) 

The cascade peters out eventually because the smaller eddies, al­
though they contain less energy and involve smaller vortical velocities, 
involve higher strain rates and vorticities than the larger eddies. The 
velocities are lower, but the velocity gradients larger. As a result, molec­
ular viscosity comes to play an increasingly important role at higher 
wavenumbers, until eventually a scale is reached where nearly all the 
energy extracted from larger eddies is dissipated by friction, with none 
left to pass on down the cascade to smaller scales. At this point the 
energy spectrum starts to fall increasingly rapidly towards zero. 

4 The wavenumber is a based on a concept from spectral theory and can be 
thought of as a "transform" such that small wave numbers correspond to large eddy 
sizes-which are fewer in number-and large wavenumbers correspond to small eddy 
sizes-much larger in number (or frequency) [2,26,35,47]. 
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Figure 3.35: Crude representation of average energy degradation path [35] 
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Figure 3.36: Schematic representation of average turbulent kinetic energy 
path in wave number space [35] 
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A glance at Figures 3.34, 3.35, and 3.36 sums up the entire energy picture 

of turbulent flow. Shown in Figure 3.34 is the three-dimensional turbulent energy 

spectrum and dissipation spectrum. We see that as far as the energy spectrum is 

concerned, the maximum energy is concentrated in the low wavenumbers (corre­

sponding to larger eddy sizes) and this energy seems to decrease exponentially for 

larger wavenumbers. Also shown is the dissipation spectrum-corresponding to the 

energy dissipated by eddies of different sizes. We see that most of the dissipation 

occurs in the wavenumbers corresponding to the smaller eddy sizes. 

Figure 3.35 shows, in an approximate manner, the route taken by energy of 

the mean flow, to be dissipated as heat. Mean flow loses a part of its kinetic energy 

directly to viscosity (converted to heat, just like in laminar flow). The remaining 

fraction goes into the production of large eddies which, in turn, lose some of their 

energy directly to viscosity. The remaining part of the energy of the large eddies 

goes into the energy of smaller eddies, which lost it to viscosity. 

Figure 3.36 is a representation of Figure 3.35 in wavenumber space. It shows 

the location of the region where energy of the mean flow is acquired by the eddies 

and the region where the' eddies lose their energy to viscosity (as heat). 

How does energy get transferred from low wavenumbers to high wavenumbers? 

The process of vortex stretching is responsible for the transfer of energy from larger 

eddies to smaller ones. How does this come about? Tennekes and Lumley [109] 

and Frost and Bitte [46] provide excellent descriptions. Vortex stretching is the 

reason why such an immense range of eddy sizes is generated. Stretching causes 

larger eddies to become successively smaller. "It is generally accepted that eddies 

of significantly different size have no direct influence on one another and only eddies 
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Figure 3.37: Principle behind energy transfer from large eddies to small eddies 

of comparable size can exchange energy" [46]. 

Imagine a solid cylinder of radius 1'0, height hO, and density p, rotating about 

its longitudinal axis with an angular velocity wO such as shown in Figure 3.37. If, 

while rotating, the cylinder is somehow stretched so that its new dimensions are 
rrr2h 

7'1, h1 and its new angular velocity, w1' such that 1'1 < 1'0 so that h1 = ~ = 
rrr1 

hO( ~)2 > hO' because 7'0 > 1'1. The angular momentum (i.e., the moment of the 

momentum about the axis of rotation) of the cylinder (before stretching), LO' is 
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Figure 3.38: Vortex stretching [46] 

given by 

(3.27) 

After stretching, the angular momentum of the cylinder is Ll 

(3.28) 

According to the principle of conservation of angular momentum, LO = Ll, i.e., 

(3.29) 

Substituting the value of hI in the above equation, we get 

After cancelling like terms, 

(3.30) 

or 

(3.31) 
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Since 1'0 > 1'1, =} wI > wO° 

What happens to the kinetic energy of the cylinder? Before stretching, its 

kinetic energy KO is given by 

(3.32) 

where IO is the moment of inertia about the longitudinal axis of the cylinder5. 

Since angular momentum LO is given by 

(3.33) 

the kinetic energy of rotation about the longitudinal axis will be 

1 
KO = 2LowO (3.34) 

and 
1 

Kl = 2 L1W1 (3.35) 

Since we already know (from the principle of conservation of angular momentum) 

that 

(3.36) 

and that 

(3.37) 

it implies that K 1 > KO or, the process of stretching has resulted in an increased 

kinetic energy of the rotating cylinder. 

The same phenomenon occurs when a ballerina, spinning with her arms spread 

outwards, pulls them closer to her body-resulting in a faster spin. Both, her 

5The moment of inertia of a solid cylinder of radius T, height h, and density p 

about its longitudinal axis is given by ~7rphr4 [36]. 
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angular velocity and her kinetic energy have increased. The increase in her kinetic 

energy is supplied by the work done by her body muscles in bringing her arms closer 

to her body. In a similar manner, the increase in the kinetic energy of the rotating 

cylinder is caused by the work done by the process of stretching it. 

Coming back to vortex stretching, if we look at Figure 3.38 we see essentially 

the same thing happening (ignoring viscous effects, for the time being). The bottom 

vortex segment is larger than the top vortex segment. The interaction of their flow 

field causes the upper vortex segment to stretch and the lower vortex segment to 

compress, causing a net energy transfer from the bottom vortex segment to the top 

segment. This top vortex segment, in turn, does the same thing to another vortex 

segment and so on. Thus, energy is transferred by vortex stretching. 

As pointed out by Tennekes and Lumley [109] and others [46], this transfer 

occurs with greater rapidity from the bigger vortices to smaller ones than the other 

way round. Also, the magnitude of energy transfer from the smaller vortices to 

bigger ones is very small. The overall effect is a net transfer from larger eddies to 

the smaller ones until it is dissipated by viscosity. 

Another question arises: How do large eddies get their energy? Quoting Yoke 

and Collins [112]: 

Production of turbulent energy from the mean flow takes place at 
low wavenumbers, so that the large eddies generated contain most of the 
energy. Dissipation takes place predominantly at high wavenumbers, 
where small eddies are destroyed. These two scales are characterized by 
two length parameters: the integral length scale of the velocity correla­
tions, L, which is determined primarily by the geometry that encloses 
the flow or produces the turbulence, and which limits the size of possible 
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,the smallest, dissipating eddies. The latter simply adjusts itself in each 
flow so that the amount of energy passing down the cascade may be 
dissipated: where more energy has to be dissipated, TJ is smaller; where 
less, it is larger. 

The relationship between TJ, the kinematic viscosity v, and the rate 
of dissipation of energy (per unit mass) c, is [109]: 

TJ4 = v3 /c (3.38) 

At low Reynolds numbers, TJ, may be of the same order of magnitude as 
L, and the production and dissipation eddies are not distinct. but at a 
sufficiently large Reynolds number, a gap will open up between the range 
of wavenumbers in which production of turbulent energy is taking place 
and the dissipation range. The turbulent energy must then pass through 
the so-called inertial subrange, an intermediate zone of wavenumbers 
where neither production from the mean flow nor viscous dissipation 
have any great influence on the dynamics. Here the energy is extracted 
from larger eddies "upstream" and lost to smaller ones "downstream". 
The energy dynamics is purely that of an energy-conserving cascade. 

The inertial subrange is part of a larger range of wavenumbers which 
stretches down to include the dissipation subrange, also called the equi­
librium range. Throughout this range, the time scales of eddies are so 
much smaller than the time scales of the mean flow or the large eddies 
that their properties adjust rapidly to changing local conditions. In this 
range the statistical properties of the turbulence are also expected to be 
isotropic. 

Where do eddies exist? They, actually, pervade the entire turbulent flow field. 

Small eddies can be found within large eddies, and smaller eddies within small 

ones-much like the whorls described in the little verse by Richardson, quoted 

earlier. vVe must remember that an eddy of a given size is merely "fluid in swirling 

motion" and so, when the eddy loses its energy by viscous dissipation, no more do 

we have that "swirling motion" at the given length scale. The fluid, earlier swirling 

and spinning around, is not doing so any more. But, it may be picked up and moved 

6It can be thought of as an upper bound to the possible eddy sizes. 
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about by other "eddies" and/or the mean flow and thus, become the part of yet 

another eddy. The energy which was making a small part of the fluid move and 

swirl around is now gone, dissipated as heat, and a fresh amount of energy is now 

moving the fluid around! 

Another point to be remembered is that even though the eddies continue to be 

reduced in their length scale, even the smallest of the eddies has dimensions which 

are, generally, far greater than any "molecular length scale" [109J and so, for all 

practical purposes, the fluid can always be thought of as a continuum. 

vVe have, so far, examined mainly the dissipative aspects of turbulent flow­

enough to give us an intuitive, physical feel for such flow phenomena. Little or 

no mathematical descriptions have been used in order to avoid the complexities so 

characteristic of turbulent flow. By no means complete, this description is adequate 

for our purposes-that of examining and understanding the phenomena of turbulent 

mixing of coagulants in water, and its role in water treatment. The next section 

will explore the phenomenon of turbulent mixing or the "dispersive" aspects of 

turbulent flow. 

3.7. Turbulent Mixing 

3.7.1. Introduction 

We have, so far, looked at the "dissipative" aspects of turbulent flow. Let us 

now examine its "diffusional" aspects. As we recollect, one of the criteria for a flow 

to be called "turbulent" was that it muat be able to mix tranaported quantitiea (like 

heat, momentum, dyea, etc.) much more quickly than if only molecular difJuaion 
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were involved. 

vVe have earlier defined Reynolds number, R, as an index of the ratio of the 

inertial and viscous forces in a moving fluid. Tennekes a'nd Lumley [109] show that 

this parameter, the Reynolds number, plays a multifaceted role in turbulent flows. 

They show that it (i.e., the Reynolds number) can be perceived as an indicator 

of the ratio of diffusion related quantities. Thus, the R of a turbulent flow can 

be interpreted as an index of the " ... ratio of turbulence time scale to a molecular 

time scale that would prevail in the absence of turbulence in a problem with the 

same length scale" [109]. Or, in simple words, if molecular diffusion alone were to 

disperse a substance uniformly through space of length scale L, it would take a 

certain amount of time t m . However, if turbulent mixing takes place in the same 

space, the time taken to transport it, tt is much smaller than tm . Tennekes and 

Lumley show that tt/tm , known as the inverse of the Peclet number, can-for 

gases-be almost of the same order of magnitude as the inverse of the Reynolds 

number! So, when R is high, tt/tm is low and vice versa; implying that at high 

Reynolds number, the time scale for turbulent "diffusion" of a substance over a 

given length scale is much smaller than the time scale for molecular diffusion. \Ve 

must remember that this interpretation of R by Tennekes and Lumley [109] is merely 

a question of 'transport' and not 'mixing'. Later, however, we shall see that it does 

have a very important role to play in uniform mixing of substances at the molecular 

level, or 'micromixing.' 



134 

3.7.2. Mechanisms of turbulent mixing 

In our discussion of the mixing process, we concluded that for the time rate 

of mixing to occur at a rate faster than that for pure diffusion, one could either 

increase the surface area of the interface between the unmixed components, or the 

concentration gradient driving the diffusion process, or both. It is usually easier 

(and more effective) to enhance the rate of mixing by increasing the area of the 

interface of the unmi'{ed components. 

·What prompts a flow with high R to achieve this? Some mechanisms which 

help turbulent flow in this aspect are discussed below . 

• Shear: Let us first look at what pure fluid shear can do to help us in our 

endeavors of rapid mixing. Shown in part (a) of Figure 3.39 is the thinning 

out of a rectangular fluid element due to laminar flow. Shown in part (b) of 

the same figure is the fate of a spot of dye in a viscous fluid, subjected to 

a rectilinear shear flow, in the absence of molecular diffusion. vVe see that 

as a function of time, the circular spot is transformed first into an ellipse, 

and then into a thin, long "finger", similar to the behavior of the thinning 

rectangular fluid element in part (a). The spot, in this form, possesses an 

interfacial area which is much larger than the circle (at t = 0). In the process 

of distortion (stretching in one direction and contraction in the other), the 

fluid elements reach a stage where the molecules which would have had to 

travel long distances (e.g., from the center of the circular blob to the bulk 

fluid) in order to diffuse out of the blob into the bulk fluid now need to travel 

much shorter distances to diffuse out-making the overall process of diffusion 



135 

. . .lu 
veloCity gradient, .1y 

- shear rate, .., 
increasing area 

(a) 

o 
(b) 

Figure 3.39: Role of shear in turbulent mixing. (a): Thinning of a rectangular 
fluid element in a rectilinear shear flow field [41]. (b): Distortion 
of a spot of dye (in the absence of molecular diffusion) in a viscous 
fluid subjected to a rectilinear shear flow field (figure based on 
Lumley [75]) 
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much faster. So, based on what we saw in Section 3.5., we can conclude that 

the process of distorting a dye spot by shear can enhance the time rate of 

rruxmg . 

• Elongation and vortex stretching: We know that turbulent flow is per­

vaded by eddies of various sizes; energy constantly being transferred from large 

eddies to small ones through the process of vortex stretching. This results in 

thinner and longer vortex tubes constantly being formed and dissipated. If we 

have a blob of dye in a turbulent flow field, some of it is likely to be trapped 

in a vortex tube which gets elongated and thinned, as shown in Figure 3.37. 

The deformation of the vortex tube containing this dye will result in an in­

crease in the interfacial surface area as well as a reduction in the distances 

which the molecules must travel before mixing with the surrounding fluid, and 

consequently, an increase in the time rate of mixing of the dye with the bulk 

solution via molecular diffusion. 

The process of elongation continues to distort the fluid elements to dimensions 

of the order of the .Kolmogorov microscale and smaller. As the vortex tube 

is dissipated by the viscous forces, it has a much lower Reynolds number 

than before. This means that based on the interpretation of Tennekes and 

Lumley [109], the time scales for transport of the dye (over a given length 

scale) by molecular diffusion is smaller than transport by fluid motion. In the 

dissipating eddy exists a shear field which distorts the dye element as shown 

in Figure 3.39. Added to this is the fact that the flow has a very low Reynolds 

number, indicating that transport by diffusion continues to dominate. 
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In a turbulent flow field, both these mechanisms act simultaneously, result­

ing in an enhanced time rate of mixing of the dye with the bulk fluid. As 

mentioned earlier, once an eddy is dissipated, the fluid which has, till then, 

been under the influence of this eddy, doesn't come to rest; it continues to 

move under the influence of the bulk flow as well as other eddies. It becomes 

entrained in other eddies, going through the same process of mixing through 

elongation, shear and molecular diffusion over and over again. 

One can think of this process of mixing via stretching in somewhat the same 

manner as the mixing of two lumps of dough-each colored differently. One 

needs to knead the dough, constantly pulling and stretching, folding back, 

kneading some more, re-stretching, refolding and again re-stretching-over 

and over again-with each cycle causing a reduction in the scale of non­

uniformity until, after many, many cycles of such mixing, the dough acquires 

a uniform color. vVe must remember that in this case, given the high viscosity 

of the materials; mixing by molecular diffusion alone would never have been 

able to produce a uniform mixture in a short period of time. However, by the 

above process of stretching and folding we reduced the "scale of segregation,,7 

in a time span much shorter than the time period taken by molecular diffusion 

to get similar results . 

• Bulk flow and velocity gradients in bulk flow: Apart from pure shear 

and stretching mechanisms, there is yet a third mechanism associated with 

7 The scale of segregation can be thought of as the thickness of the (thinned out) 

layers of colored dough. 
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Figure 3.40: Influence of velocity gradients on mixing. A fine platinum wire 
at the left is stretched across a water tunnel behind a turbulence 
generating grid. Periodic electrical pulses generate double lines 
of hydrogen bubbles that are stretched and wrinkled as they are 
convected downstream. Note how bubbles which were initially 
close together get more and more separated as a function of time 
[111] 
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turbulent flow which helps in enhancing the time rate of mixing of two com­

ponents. "In a turbulent flow field, fluid particles which initially are grouped 

together, become dispersed, moving relative to one another. This process of 

the separation of neighboring parts of the fluid is termed turbulent diffusion. 

Statistically considered, the mean distance between particles situated initially 

at any two points increases with time" [16]. The presence of spatial veloc­

ity gradients in a turbulent flow field causes particles close together to get 

separated. This is well illustrated in Figure 3.40. "i\. fine platinum wire at 

the left is stretched across a water tunnel 18 mesh lengths behind a turbu­

lence generating grid .... Periodic electrical pulses generate double lines of 

hydrogen bubbles that are stretched and wrinkled as they are convected down­

stream" [111]. We see, here, that the presence of velocity gradients-which in 

this picture appear to be modest relative to the mean flow rate-has caused 

these hydrogen bubbles, initially close to each other, to get farther from each 

other and be a little more "spread out" in space-dispersed-which is pre­

cisely why we had wanted to use turbulence in the first place: to spread out 

coagulant / dye better all over the space of interest, so as to enhance the time 

rate of mixing in order to get a uniform solution throughout the container. 

3.7.3. Mixing in a reactor 

Now that we have identified the three distinct mechanisms of mixing preva­

lent in turbulent flow, it is only appropriate that we try and comprehend the role 

these play in real life situations involving turbulent mixing. In the context of our 

application, let us look at the manner in which dye (or coagulant) when introduced 
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(a) 

(b) 

Figure 3.41: Bulk fluid flow patterns in a bafHed cylindrical mixing vessel with 
a turbine impeller. (a): Plan view, (b): Elevation view [58] 

at a given location in a mixing vessel gets dispersed so as to produce a (visually) 

uniform solution. 

Consider the mixing vessel of the type shown in Figure 3.41. Let us introduce 

a spot of dye into the horizontal 'jet' of water emanating from the turbine impeller. 

Upon introduction, the spot of dye is transported throughout the mixing vessel by 

the bulk flow. During this stage, it appears as if a turbulent cloud of dye is moving 

around the container, leaving a trail of dye in its wake. The 'cloud' per se moves with 

the bulk flow. The trail of dye, on the other hand, is because of velocity gradients 

in the bulk flow. 'While the bulk flow transports the dye-which was introduced 
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as a spot in the mixing vessel-to various parts of the vessel, at the same time the 

turbulent eddies, many of which consist of fluid with dye, are stretched and distorted 

by other eddies. As mentioned earlier, these eddies eventually become very small 

in size and are dissipated by viscous shear, in the process greatly enhancing the 

interfacial area for diffusion of the dye molecules. As the eddies reach dimensions 

of the order of the Kolmogorov microscale and smaller, the shear resulting from the 

viscosity of the fluids (and the resulting velocity gradients) distort the dye elements 

even more, allowing for still faster diffusion of the dye molecules into the bulk fluid 

and vice-versa. Meanwhile, the bulk flow continues to cycle and recycle the 'semi­

well-mixed' solution, causing these processes to occur over and over again. The 

final result of this process is a uniform mixture of the dye with the bulk fluid. Note 

that turbulent bulk flow transported the dye over large length scales during small 

time scales. The turbulent eddies help 'cut' the original spot of dye into smaller 

blobs which were stretched and distorted by the eddies as well as the bulk flow 

to still smaller length scales. Eventually, the blobs, which have been uniformly 

distributed throughout the space of the mixing vessel because of bulk flow, lose 

their dye content by diffusion. The final result of this entire process is a (visually) 

uniform dye solution. 

'What happens if the dye, instead of being introduced close to the impeller is 

introduced in a region which does not have such large velocities-e.g., in a spot of 

dye introduced very close to the baffies of the mixing vessel? The fate of this blob of 

dye is shown in the Figure 3.42. \Ve see that as a function of time, turbulent eddies 

alter the shape of the dye spot, spreading it out. Shown in row (b) are plots of 

concentration of the dye, as shown in a cross section of the frames in row (a)-with 
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(a) 

(b) 

(c) 

tt > to 

Figure 3.42: Turbulent mixing of a dye spot without predominant bulk flow. 
Also shown is the influence of diffusion in bringing about a uni­
form mixing of the dye in the solution. (a) Fate of a dye spot 
in a turbulent flow field, (b) Plot of concentration of the dye, as 
seen in a cross section of the frames in row (a)-in the absence 
of molecular diffusion, (c) Same as in (b) but with molecular 
diffusion [35] 
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the assumption that there is no molecular diffusion. Row (c) shows a cross-section 

of frames in row (a)-this time with the inclusion of molecular diffusion. We must 

note, however, that the absence of bulk flow to transport this dye all over the mixing 

vessel greatly hampers any attempts to get a uniform dye solution throughout the 

entire container with great rapidity. 

What does it all mean? vVe see that while the turbulent diffusion is able to 

reduce the scale of segregation to a considerable degree, it is ultimately up to molec­

ular diffusion to bring about fine scale mixing. The molecular level uniformity in the 

mixture is purely a consequence of the molecular diffusivity of the dye molecules. 

The turbulence assists in this process by dispersing the original dye spot, just like 

what we saw in Figure 3.24. It also transports these blobs throughout the mixing 

vessel, distributing them somewhat uniformly throughout the container. It is a 

combination of these steps that makes way for molecular diffusion to equalize the 

concentration differences on smaller length scales-length scales to which turbu­

lence alone cannot be used to achieve uniformity in concentration. As shown in 

Figure 3.25 turbulence takes us from the first column to the third column. In this 

column, molecular diffusion takes us from the top row to the bottom row. All in 

all, the combination of turbulence with molecular diffusion provides us a uniform 

mixture of the dye and the bulk fluid in a much, much smaller time than would 

have been possible with just molecular diffusion. 

This makes it apparent that answers to questions of the type, "how long and 

hard do we have to mix to get a uniform solution" are not trivial. If one were to 

increase the ?R of (turbulent) flow in a given situation (say in the mixing vessel in 

Figure 3.41), its impact on the time rate at which vortex stretching, "fluid folding, 
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stretching, and refolding", and thus, the time over which a (visually) uniform mix­

ture is produced ends up being a rather difficult answer to seek, given the highly 

nonlinear nature of the processes involved. 

vVe shall discuss this in greater detail at a later stage. But, for now, it is easy 

to see why turbulent flow, in combination with molecular diffusion, is able to mix 

tran/Jported quantitie/J (like heat momentum, dye/J, etc.) much more quickly than if 

only molecular diffusion were involved. 

3.8. Turbulent Mixing and Fast Chemical Reactions 

3.8.1. Introduction 

As we saw in the last section, it is necessary for us to use turbulence in order 

to uniformly distribute dye throughout a mixing vessel in a short span of time. The 

rapid mixing step in water treatment involves coagulants, but the basic purpose of 

mixing is the same for all processes: that of distributing some substance uniformly 

in space over a short period of time. 

The feed stock of coagulants such as orgamc polyelectrolytes is normally a 

water based solution. \Vhen this solution is introduced into the raw water, the 

polymers undergo changes in terms of the response of their ionizable constituents 

to the pH, ionic strength and chemical composition of the water. Similarly, the 

feed stock of metal coagulants is also, generally speaking, a water based solution. 

'When mixed with the raw water supply, the coagulants usually go through a series 

of hydrolysis steps of the kind mentioned in the Section 3.3. It is generally believed 

[2,3,4,8,54,85,113] that the hydrolysis of alum occurs through a series of very rapid 
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chemical reactions, all of which are thought to take a total time qL~b..Qllt a .few ------ ---.-------------"-.. , ... -----.. --~---

~ds at ~e maximum. O'Melia [84] was among the first few people to recognize 

the role of proper mixing in obtaining the appropriate hydrolysis species from the 

hydrolysis of metal coagulants so as to be able to destabilize the colloids in the 

desired fashion. Quoting him: 

.Qoagulation by iron(II1La,I!~Laluminum(III) ___ ~~lts c~1! be PX_ought 
_ abo!!L!?LI>-.Q!y!p~Jk--.?~ies __ which._are .formed !vh~n_ qu~ntities of. these 
2alt~~1,1JIi_c;:L~n_iJQ_e~~~ed_Jhe. __ s9J1.,lbility limit of the metal hydroxides 
(Ee(O-H-h-and-Al{DH_h) are_added to_a.water _or waste __ conta,ining_col­
loidal ~terl~~ .... 

Polymers start to form very rapidly. Their properties (chemical com­
position, charge, size, etc.) are genera1ly affected by the solution pH 
and the concentration of coagulant. If these salts are added to a poorly 
mixed system, local variations in pH and coagulant metal ion concentra­
tion will produce a more heterogeneous and less reproducible variety of 
polymeric species than well mixed systems will yield.Jn_()ther words, the 

yolymers _!Yhj_~1.t~!!-.Qring about particle.. destabilization when iron(IIIL_ 
~d alu!Pi~I!1l!!l~L~l!~e~d-E-llQagulants .aref()rmed within the colloidal 
~stem (the raw. 'Water or wastewater) itself. Reproducible polymer for-
~--

mation can only be accomplished by intense mixing because of the rapid 
speed of these reactions. 

Similar sentiments were echoed by Vrale and Jorden [113], who felt that in­

adequate mixing results in " ... stimulation of .41(OH)3 formation and over- and 

under-reaction of some elements of fluid." They added that " ... the rates and the 

species that develop are undoubtedly dependent upon, among other things, local 

concentrations of metal and hydroxide ion," and" ... the existence of local, temporal 

excesses, and deficiencies of AI(III) from the average concentration." 

Having seen the intricacies of turbulence, turbulent mixing, and hydrolysis of 

metal ions, it is apparent that the interplay of turbulent mixing with multi-step fast 
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chemical reactions is a phenomenon of great complexity and, in the context of our 

problem, needs to be understood to some degree. 

While considerable work has been done by Chemical Engineers on this topic, 

environmental engineers have, by and large, stepped clear of this issue. Clark et 

aI. [32], have been the first to make an assault on the "multi-step hydrolysis of alu­

minum" problem, as coupled with turbulent mixing. Amirtharajah and Mills [3], in 

their brilliant paper on the influence of mixing on the coagulant alum, proved beyond 

a shadow of doubt what Vrale and Jorden [113] and Q'),,'lelia [84] had conjectured­

that rapid mixing doe., playa very vital role in the destabilization of colloids. This 

role cannot be understood without comprehending, to some degree, the interplay 

of turbulent mixing in fast chemical reactions and the effect on product selectivity 

in multi-step reactions-thus this section. 

3.8.2. Chemical reactions 

Let us begin with chemical reactions. 'What is a reaction? \Ve go to a dictionary. 

vVebster's says a reaction is a "chemical transformation or change; the interaction 

of chemical entities." No\v let's look in a chemistry text. According to Nebergall et 

al. [82], a reaction is a chemical change that " ... produces one or more substances 

entirely different in composition and properties from that which existed before the 

change occurred." 

If we recollect from Section 3.5., we saw that the behavior of physical systems 

is described by, among others, the First Law of Thermodynamics-conservation of 

energy of an isolated system; and the Second Law of Thermodynamics-increase 

in the entropy of an isolated system during any natural process. vVe noted that 
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spontaneous changes, such as chemical reactions, are accompanied by a decrease in 

the Gibbs free energy and an increase in the entropy. In this section, we hope to 

understand the physical mechanisms underlying chemical reactions. 

In terms of a molecular phenomenon, what happens during a chemical reaction? 

Quoting Atkins [14], as he writes about molecular reaction dynamics: 

N ow we are at the very heart of chemistry. Here we examine the 
detailed behavior of molecules during the most crucial moments of re­
actions. Massive changes of form are occurring, energies of the size of 
dissociation energies are being redistributed among bonds, old bonds 
are being ripped apart and new bonds formed. The rate at which the 
molecules exchange atoms or groups of atoms, or a single molecule is 
switched into a different isomeric forms, depends on the forces that op­
erate at the climax of the reaction, and these in turn depend on the 
detailed disposition of all the charged particles of all the molecules in­
volved in the step. 

One of the simpler theories attempting to explain the physical, molecular level 

mechanisms which underlie a "reaction" is called the collision theory [1,14,74]. This 

theory suggests that a chemical reaction is the consequence of the encounter of 

individual molecules of two species. As an example, consider a well mixed mixture 

of species A and B in a gaseous phase, which react in a reaction of the type 

A + B ---; products (3.39) 

At low to moderate pressures, the molecules are much farther apart than their 

own (i.e., molecular) dimensions. This permits a molecule to move freely between 

collisions. Collisions, in this case, will be of the A.-A, B-B and A-B kind and their 

relative frequencies will depend on their relative concentrations. The success of 

these collisions depends, among others, on the amounts of energies involved in the 

event [14]. 
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Figure 3.43: The solvent cage effect on a solute molecule in a liquid solvent 
[1,74] 
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Reactions in a liquid also occur through successful "encounters" between molecules 

of the appropriate species. But there is one major difference, which will be illus-

trated in the following example. Let's imagine species A and B in a solvent. Quoting 

Adamson [1]: 

The physical picture of molecular motions in a liquid is rather dif­
ferent from that in a gas. The molecules of a liquid are about as close 
together as in the crystalline solid ... there is usually about a 10% ex­
pansion on melting which allows some looseness and randomness in the 
liquid structure . . .. There is, nonetheless, a confinement which is usu­
ally referred to as the aolvent cage effect. The physical picture is then 
one of a molecule vibrating a number of times against the walls of its 
cage, that is, against its immediate neighbors, with occasional escapes 
to some adjacent position. 

In other words, a liquid has much less empty space separating its molecules com­

pared to a gas, because of which molecules of the reacting species cannot move 

around as freely as they would in a gas. This is well illustrated in Figure 3.43, 

where a molecule each of A and B is in a "solvent cage". 

This cage effects makes molecular diffusion of any substance in a liquid much 

slower than in a gas. In fact, a molecule of .4 would collide many times with the 

molecules constituting the solvent cage before escaping to a new position, with 

new neighbors. The presence of solvent hampers solute molecules (like A and B) 

from approaching each other in the same manner as possible in a gas. But once 

they "find" each other, this confining nature of the solvent works to their advantage. 

The solvent cage forces the molecules to collide repeatedly with each other, as well as 

with the solvent molecules constituting the cage walls, as illustrated in Figure 3.4-1. 

Levine [74] says "A process in which .4 and B diffuse together to become neighbors 



150 

Figure 3.44: Diffusional encounter between reacting solutes A and B in a sol­
vent [1] 
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is called an encounter. Each encounter in solution involves many collisions between 

A and B while they remain trapped in the solvent cage .... " 

Thus, given the fact that a solvent results in many more collisions between the 

reactant molecules; and if the energy threshold necessary for a reaction is low, then 

the reaction would occur after a very few collisions. "Various theoretical estimates 

indicate that at room temperatures two molecules in a solvent cage will collide on 

the order of 20 to 200 times before they diffuse out of the cage .... The number of 

collisions will be greater the greater the viscosity of the solvent ... " [74]. Therefore, 

one can safely say that in a system which meets the above criteria, every encounter 

should result in a reaction. 

What does this mean? This implies that the rate at which the reaction pro-

ceeds depends on how rapidly "encounters" between A and B molecules occur. 

"Reactions which occur with every encounter are said to be diffusion controlled," 

according to Adamson [1]. Levine [74] adds that most reactions in liquid solutions 

are not diffusion-controlled reactions, i.e., not all encounters lead to reaction. "Such 

reactions are called chemically controlled, since their rate depends on the probability 

that an encounter will lead to chemical reaction" [74]. 

As we have seen, the rate at which a reaction occurs is dependent upon the 

rates at which encounters occur and the energy availability. Atkins [14] explains 

the difference between a fast reaction and a slow one: 

All reactions are fast. At least, the individual steps of a reaction 
... occur on an atomic time scale and are complete in less than about 
10-9 s. The slowness of the net reaction is due to the slowness with 
which molecules get activated, or come together; but even the net rate 
may become very fast when the activation energy can be provided very 
rapidly. This is the case, for example, when an explosion occurs: the sys-
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tern is then beginning to demonstrate just how fast molecular processes 
can be. 

Thus, if energy availability is not a problem, it is the rate of encounters which 

governs the net rate of a reaction. This is where the diffusion ability of the solute 

molecules in a given solvent comes into picture. Solute molecules having a larger 

coefficient of diffusion, V, will be able to have more encounters in a given time 

period than molecules with smaller V. 

This ability of the molecules to move around in the solvent has a very important 

role to play in the case of competitive-consecutive reactions. vVhat's a competitive-

consecutive reaction? Reactions of the type shown below are usually classified in 

this category. Here, 

(3.40) 

(3.41) 

A and B react to produce C and D. C, however, competes with A in reacting with 

B, to form E and F. Also, since it is necessary for the first reaction to occur and 

form C before the second reaction can occur, the reactions are consecutive. Thus, 

overall, these two reactions are called competitive-consecutive reactions. In such a 

reaction, the amounts of C, D, E and F formed, which can be predicted by using 

the rate constants of these two reactions, depend fundamentally on the ability of 

the molecules of A, Band C to diffuse in the solvent. 

In Section 3.7., we saw how turbulence affects the time rate of transport of dye 

at small scales. Here, we have studied how chemical reactions occur and why some 

reactions are fast while others are not. In the next subsection, we shall see how 

turbulence plays a role in the outcome of fast chemical reactions. 
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3.8.3. Turbulence and fast chemical reactions 

Chemical Engineers have been grappling with this problem for quite some time, 

trying to understand and describe (mathematically) how such a system works so as 

to be able to accurately predict and/or control the outcome of chemical reactions 

which occur in a turbulent regime. The elements to be considered while formulating 

the problem, and their inter-relations, are shown in Figure 3.45. As Brodkey [28] 

describes it, 

From a known geometry we would like to be able to predict or, if 
necessary, measure the parameters of turbulence. From this we want 
to obtain the mixing. Then, with incorporation of kinetics, we want to 
predict the full range of mixing with chemical reaction from the slow 
self-mixing (back-mixing) to the fast chemical reaction limit. 

One of the ways of interpreting Figure 3.45 is that the geometry of the reactor 

defines the nature of turbulence in the system. Turbulence induces mixing which, 

in turn, affects the reactions. For a slow reaction, turbulent mixing may not be 

all that important while the reaction kinetics dictate the outcome of the process. 

In other words, even if the molecules of the reactants involved in a slow reaction 

are uniformly distributed throughout the system, the speed of the reaction would 

not change radically because the rate is controlled by the 'energy barrier' which 

prevents molecules of the reactants from reacting with each other. This implies 

that it will take a longer time for the reactants to react and form the products than 

the time needed to mix the reactants uniformly throughout the system and so, the 

major part of the reaction will occur in a system which has been uniformly mixed 

vis-a-vis reactant concentrations. Therefore, as we see in Figure 3.45, the kinetics 

element does not come into play for slow reactions. On the other hand, for fast 
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Figure 3.45: The turbulent flow, mixing and chemical reaction kinetics prob­
lem. Figure based on Brodkey [29] 
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chemical reactions, the turbulence and the resulting mixing playas important a 

role as the reaction kinetics. Here, the rate at which reactant molecules can come 

together is governing the overall speed and outcome of the reaction. For example, 

if there are regions of high and low concentrations of the reactants in the system, 

the outcome in these regions will be different for consecutive-competitive reactions 

shown in Equations 3.40 and 3.41. 

To better understand how the role of turbulence changes with the inherent 

kinetics of a given chemical reaction, we quote O'Brien [83] (who quotes Toor [110]): 

From a practical point of view, the most useful single parameter for 
describing the role of turbulence on cheinical reactions is a ratio of time 
scales (a time scale Tit characteristic of the kinetic scheme to a time 
scale Tm characteristic of turbulent mixing]. In a single-step, irreversible 
reaction, the inverse of the reaction rate constant in conjunction with 
characteristic concentrations can represent the chemical reaction time; 
whereas, the time for the decay of fluctuations of a scalar field in the 
turbulence might represent the mixing time adequately. Three regimes 
suggest themselves: 

1. Tit / T m > > 1, The slow reaction, 

2. TIt/Tm ~ 0(1), Moderate reaction rate, 

3. TIt/ T m < < 1, The very rapid reaction. 

In case one, it is abundantly clear, at least when approximate statis­
tical homogeneity applies, that turbulence will induce chemical homo­
geneity before any significant reaction will occur and the fluctuations in 
concentration of any species at a point will generally be negligible com­
pared to the mean concentration in determining the rate of reaction. 

In the second case, complex coupling between the turbulence and the 
reaction is to be expected even under statistically homogeneous condi­
tions. 

In the third case, the behavior depends crucially on the nature of the 
reaction, as we shall see later. In particular, for multispecies reactions in 
which the species are not uniformly distributed in space, the progress of 
the reaction will be diffusion limited since molecules must first diffuse to 
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the same point before they can react. It is the rate of molecular diffusion, 
enhanced by the turbulence through stretching of isoconcentration lines, 
which must control the rate of progress of the reaction. 

Before we go any further, let us define some parameters which describe the state 

of mixedness of a system. For a moment, reconsider the mixing process described 

in Section 3.5. vVe noted that we first needed to break-up large blobs of dye into 

smaller blobs and this was done by creating turbulence in the mixing vessel. This 

was shown in Figure 3.24. \Ve also noted that molecular diffusion was necessary to 

bring about uniformity in mixing at the molecular level, as shown in Figure 3.25. 

How does one describe the various states of mixedness exhibited in these fig-

ures? \Ve define parameters like scale of segregation, Ls and intensity of segregation, 

Is, for this purpose. The former is " ... a measure of the size of unmixed clumps of 

pure components. This is a measure of some average size. As the clumps are pulled 

and contorted, the scale of segregation is reduced; this would be going from left to 

right along the top of Figure 3.25" [28]. The intensity of segregation" ... describes 

the effect of molecular diffusion on the mixing process. It is a measure of the dif-

ference in concentration .between neighboring clumps of fluid" [28]. Thus, as we 

move down the columns in Figure 3.25, the concentration difference between the 

"clumps" and the "inter-clump region" decreases as molecules of the dye diffuse 

out of the clump. This corresponds to a decreasing intensity of segregation. So, we 

can say that while a decrease in the intensity of segregation (i.e., a more uniform, 

'non-clumpy' mixture) can only be created by molecular diffusion, turbulence is nec-

essary to help speed up the process by very rapidly reducing the scale of segregation 

(i.e., smaller clumps). 
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In order for a reaction to occur, the molecules of the reactants must collide. 

And for the reaction to occur at a uniform rate throughout the reactor, the collision 

opportunities must be equal throughout the different regions of the vessel. Let's 

play with this idea a little bit. Suppose we have a solution of A which we want to 

react with a solution of B in a reaction 

A + B ---+ products (3..12) 

Reactant B is already in the reactor and we introduce solution A into this vessel 

and gently mix it using an impeller. As the impeller moves the fluid around, clumps 

of A are formed in the solution of B. These clumps of pure A are constantly losing 

molecules due to diffusion. Thus, the only place where .4 and B molecules can 

establish contact with each other is at the surfaces of these clumps of pure A.. In 

this case, we see that the reason why the reaction proceeds slowly is because of 

the slowness with which molecules of A diffuse out of their clumps and meet B 

molecules (and vice-versa). 

Now let us repeat this experiment, this time with high intensity turbulence to 

rapidly reduce the scale of segregation (i.e., make clumps smaller). The molecules, 

as we saw in the Section 3.5., have to diffuse over smaller distances in order to meet 

molecules of the other reactant, thus radically improving the overall rate of the 

chemical reaction! For complicated reactions, the influence of turbulence will show 

itself not merely in the rate at which the reactions occur but also in the products 

formed! Quoting Brodkey [28] 

Danckwerts has discussed the importance of this degree of mixing of 
two reactants; the intensity of segregation must be reduced rapidly so as 
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to avoid local spots of concentrated reactant and the usually associated 
undesirable side reactions. 

If, instead of a simple reaction of the kind 

A + B -- products 

we have a set of competitive-consecutive reactions of the type 

A+B -- C+D 

(3.43) 

(3.44) 

(3.45) 

where A and B react to produce C and D while C and B react to form E and F, 

the results obtained are very much dependent on the mixing conditions. 

How does such a situation arise? Let us do a thought experiment to visualize 

this. vVe have a reactor vessel full of A., into which we introduce a blob of B. In the 

first case, we will have no mechanical mixing taking place: we will let the molecules 

take their own time. In the second case, we subject the solution in the mixing 

vessel to very intense turbulence while we introduce a blob of B, making turbulence 

help us in rapid mixing. Let us also assume that all species (A, B, C, D, E, F) have 

equal diffusivities. In the former case, the only regions where .4 and B molecules 

interact are the interfaces of the blob of B, because that's the only place from where 

molecules of B can diffuse into the bulk solution of A, meet them, and react. So, any 

C formed in the first step of this reaction sequence is very likely to diffuse equally 

in all directions (including in the direction of the blob of pure B), resulting in a 

fraction of the total C reacting with B through the second step of the consecutive-

competitive reaction set, to form E and F. 
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\Ve now repeat the experiment with extremely intense mixing. The turbulence 

causes the blobs of pure B to become very small. As the blobs are rapidly reduced 

in size, diffusion is able to spread B molecules into A over a. much smaller time 

period, resulting in a relatively better (more uniform, as compared to the previous 

case) spatial distribution of A and B. Thus, any C formed by the reaction of A and 

B has much lesser B to react with, than in the earlier, unrni'Ced case. Therefore, as 

compared to the first case, more C and D will be formed and very little E and F. 

We must remember that we did not consider the speed of the individual reactions 

in our discussion above. For example, when the reaction shown in Equation 3.44 

is much, much faster than the reaction shown in Equation 3.45 (or vice versa), the 

presence of turbulence and its diffusive action complicates the situation even more 

by tilting the balance in favor of the faster reaction-particularly if the time scale 

of the reaction is comparable to the time scale of turbulent diffusion. 

As we have seen in the above example, for reactions of this sort, turbulent 

mixing plays a very significant role in the nature and amounts of the products 

formed! A good amount of this has been discussed in the following papers (and 

their discussions) [9,20,25,40,44,67,81,99]. For example, Nabholz et al. [81] model 

mixing-disguised chemical selectivities; Bourne et al. [20] describe the influence 

of fluid viscosity, stirrer speed, feed rate of reactants; Angst et al. [9] show the 

influence of different mixing impellers as well as the location of the feed pipe in the 

reactor on the differing amounts of products C, D, E and F obtained! 

Many mathematical models have been proposed, e.g., by Jenson [63], by David 

et al. [38], etc. But the one that seems simplest and most easy to understand is 

that by Bourne and his colleagues, who document this model in a series of nine 
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articles entitled Afixing and Fast Chemical Reactions [21,17,22,10,11,19,24,16,12]. 

In this series, they showed [12] that: 

The product distribution from fast, competitive consecutive reac­
tions ... was found experimentally to depend upon the following vari­
ables: 

• Stoichiometric ratio, N AO/ N EO, 

• Volumetric ratio of reagent solution, a = VA/VB, 

• Location of feed point, 

• Backmixing into the feed pipe, 

• Operating mode of reactor, e.g. CSTR and semi-batch, 

• Viscosity of solutions, v, 

• Type, diameter d and rotation speed N of impeller, 

• Concentrations of feed solution and concentrations in tank. 

As we saw in the Section 3.3., the hydrolysis step of metal coagulants is also 

a multi-step reaction of the consecutive, competitive type. Clark and colleagues 

[31,32] have applied the "mixing and fast chemical reaction and its effect on product 

selectivity" concept to the problem involving aluminum coagulant A.1Cl3' They 

show" ... that aluminum precipitation itself is micromixing sensitive over the ranges 

of pH and aluminum concentration commonly found in water treatment ... " [32]. 

This angle of attack on the rapid-mix problem vis-a-vis metal coagulants is very 

likely to be the route which explains the behavior of the coagulant-colloid system, 

as seen by Amirtharajah and Mills [3] in their experiments involving extremely high 

intensity rapid mixing (G = 16000s-1 ) of alum coagulant on colloids. This will be 

discussed at a later stage in this thesis. 
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3.9. Flocculation 

3.9.1. Introduction 

vVe have, so far, looked at the chemistry of colloids and coagulants and their 

interaction in the first step of 'coagulation'. We have also examined mixing, turbu­

lent flow, the role of turbulent flow in mixing, as well as the interaction of turbulent 

flow and mixing with fast chemical reactions. Thus far, the picture has been only 

sketchy. In this jigsaw puzzle, we now recognize the individual pieces well and 

we see how some of them interlock to form bigger composites-but there are still 

a few pieces missing. It is the aim of this section to tie together loose ends and 

unify them so as to complete the jigsaw puzzle we had started out to solve: that of 

understanding rapid-mixing of coagulants in water and its role in the flocculation 

process-leading onto subsequent water treatment unit processes. 

Before we go any further, it is proper that we clarify, once again, what we 

mean by 'flocculation'. As mentioned in the Section 3.2., this student adheres to the 

terms as specified by Benefield et al. [18] and O'Melia [85], i.e., coagulation refers 

to the overall process of aggregation-including both, destabilization of colloids 

and transport-aggregation-while flocculation refers solely to the particle transport­

aggregation step. 

Let's put this step, flocculation, in a proper perspective. vVe start out with 

colloids in our raw water supply. In the rapid-mix step, we add to the raw water 

our coagulant, under conditions of high turbulence intensity and the appropriate 

chemistry (e.g., pH of water). This serves to form the proper species (if a metal salt 

coagulant is used) as well as to distribute them rapidly and uniformly throughout the 
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mixing vessel to provide all colloidal particles similar opportunities to interact with 

the coagulant and coagulant-hydrolysis products. This destabilizes the particles 

(see Section 3.2. for more details), which are now gently stirred, enabling them to 

aggregate. This is followed by other unit processes for treating the water-but we 

shall not get into that. 

vVe notice that the term 'aggregation' is an intrinsic part of our definition of 

flocculation. 'What is aggregation? We quote Jullien and Botet [64]: 

Aggregation is an irreversible physical process in which initially dis­
persed basic units (particles or microaggregates) stick together, under 
the action of given attractive forces, to build characteristic structures, 
the aggregates, whose size increases with time. 

3.9.2. Aggregation kinetics 

The dynamics of aggregation are, obviously, described by the forces acting on 

the particles-something we looked into in Section 3.2. which will not be repeated 

here. 

The kinetics of aggregation are a different story altogether. It is thought that 

aggregation processes of the type involved in water treatment are generally 'diffusion 

limited' processes. In simple terms, the coagulant is able to transform the colloid 

chemistry to an extent such that the overall rate of particle aggregation is limited 

by collisions between particles. The situation is not different from what we have 

encountered in our discussions of diffusion limited chemical reactions in Section 

3.8. vVe saw that some chemical reactions are energy limited while others are 

diffusion limited. Colloidal aggregation can also be thought of along the same 

lines. \Vhen particles are 'kinetically stable' (remember Section 3.2. ?), i.e., prior to 
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being destabilized, they are limited in their ability to collide and form aggregates 

by their lack of energy which is necessary to overcome the opposing forces. Once 

we use coagulants to 'kinetically destabilize' these particles, we have, in some way, 

considerably reduced the 'energy barrier' which had been responsible for a lack of 

aggregation. 

Now, however, the rate of aggregation is governed by the rate at which particles 

can collide with each other. Analogous to what we saw in our study of fast chemical 

reactions under the influence of turbulent mixing, the faster we can get particles 

to collide with each other, the speedier the overall aggregation rate will be. This 

ability of particles to be transported can be thought of, to some extent, as their 

'diffusivity' (similar to the diffusivity of molecules in a chemical reaction). This is 

why particle-particle aggregation, as generally encountered in natural processes, is 

often identified as diffUJion limited aggregation or DLA [64]. 

Having agreed to the fact that in our case, transport of the particles limits the 

kinetics of particle aggregation, we now seek to understand the transport aspects 

of particles so as to identify the physical mechanisms which have the greatest role 

to play in our problem. Scientists have identified three major means by which 

transport of particles takes place in flocculation, as practiced in water treatment: 

• The Brownian transport mechanism, in which the particles get moved around 

in the fluid because of the action of the fluid molecules which surround it and 

continue to bump into it, eventually resulting in particle-particle interaction . 

• The fluid flow mechanism, in which the moving fluid generates velocity gradi­

ents which permit particles to move relative to each other and, if the situation 

permits, collisions and flocculation. 
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• Transport of particles by gravity, which may result in relative motion between 

particles and thus, inter-particle collisions, resulting in flocculation. 

In all cases, the consequence is that particles are transported close to other particles, 

providing greater possible collision opportunities and, perhaps, aggregation. Of 

course, as a function of time, there is a net reduction in the total number of particles! 

In working with such problems, researchers have found it convenient to work 

with 'population balance models'. \Vhy? Let's visualize a situation which will help 

us see why this problem calls for such an approach. Suppose we have within a fluid, 

at time t = 0, a large number of uniformly sized particles which form aggregates 

upon collision. To simplify this even further, we give them a collision efficiency of 

1 (i.e., every collision results in irreversible aggregation). We now allow time to 

pass. Individual particles may collide to form some 'two-particle' clusters. These, 

in turn, might interact with single particles or other 'two-particle' clusters to form 

3- or 4-particle clusters. As more and more time passes, we see that the following 

things happen: 

• The total number of single particles at any given time t, n1 t, should decrease , 
as a function of time. 

• The number of multi-particle clusters should change with time. 

Let's define np,t as the number of pth order clusters (i.e., clusters consisting of p 

primary particles) at time t. We note that smaller clusters may join together to 

enter this 'pth order' class while, on the other hand, the pth order clusters already 

in this class may interact with other particles/clusters to form still larger clusters 

of size greater than pth order clusters. Thus, each 'order' larger than the primary 
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particle order has particles simultaneously growing into its size range as well as out 

of it. To put it simply, growth of larger clusters is favored at the expense of smaller 

ones. 

In order to keep track of the changes in the numbers of particle clusters of 

different size, a population balance is a necessary component of the description of 

the system. Von Smoluchowski was the first person to propose a mathematical 

description encompassing the above process. Quoting Jullien and Botet [64]: 

To our knowledge, the first theoretical works dealing with aggrega­
tion appeared in 1916, when Von Smoluchowski introduced his famous 
equation, now well known as the Smoluchowaki equation, able to describe 
the kinetics of aggregation. This equation can be considered as a classi­
cal equation of irreversible chemical reaction kinetics. The reactions in 
presence are: 

[i] + [j] ~ [i + j] (3.46) 

where [i] refers to the chemical species: [ensemble of aggregates contain­
ing i particles], Kij is the kinetic constant of the reaction. It is essential 
to understand that these are coupled chemical reactions: a given species 
[k] appears in the right-hand side of some reactions as well as in the 
left-hand side of other ones. More precisely, the [k] species may appear 
as a product of the reaction between the [i] and [j] species, so that 
[i + j = k], but may also disappear to form [k + i] species, by reacting 
with any [i]. As usually in the classical theory of chemical kinetics, the 
equation giving the time evolution of the concentration Ck, where Ck is 
the number of aggregates of size k per unit volume, is given by: 

dCk = ~ ~ K· ·c·c· - ~ K'kc'CL dt 2 . ~ t] t] ~ t t '" 
t+]=k t 

(3.47) 

The 1/2 factor is due to the fact that one counts twice the same term 
in the sum: i, j and j, i .... 

The quantity KijCiCj can be interpreted as the rate of events of the 
type [i] + U] - [i + j] per unit volume or, equivalently, as the proba­
bility, per unit time and per unit volume, that such event occurs. The 
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assumption that this probability is proportional to the concentrations Ci 

and ci corresponds to neglect spatial fluctuations of concentrations .... 
The main problem with Smoluchowski's formalism is that all physics 

is entirely contained within the Kij, and thus, as long as we do not get 
any precise idea on their i- and j-dependence, we will be able to play 
with very interesting mathematical games, but without any obvious link 
with physical reality. To this is added another problem: even if the Kii 
are known, the mathematical solution of the equation is often very hard 
to get. 

Considerable literature has been generated in attempts to make Smoluchowski 

type rate expressions for flocculation processes in general and in water treatment 

in particular [61]. These models include the effects of Brownian motion, fluid flow 

(laminar and turbulent velocity gradients) and differential settling. Some models 

have also attempted to incorporate the breakup of floes and are fairly complicated 

[61]. \Ve shall examine some of the simpler models described by Letterman [73] 

without going into details of their complexities. 

In a system which contains particles of different sizes, the equation 

(3..18) 

where N( d1, d2) is the number of collisions per unit volume per unit time between 

particles of diameters d1, d2; n( d1), n( d2) are the numbers of particles of diameters 

d1, d2 respectively in a unit volume, and k( d1 ,d2) is the 'rate constant' which" ... is 

determined by the mechanism which causes the relative motion of particles 1 and 

2" [73]. We see that Jullien and Botet [64] were very accurate when they said that 

for Smoluchowski's formulation, all the physics is contained within kij! 

For flocculation ensuing as a consequence of Brownian transport of colloidal 

particles (called Brownian or perikinetic flocculation), the rate constant in the rate 
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equation (i.e., Equation 3.48), k(d1,d2) is thought to be 

(3.49) 

where k is the Boltzmann constant (1.38 x 10-16 erg K-1)j T is the absolute 

temperature (Kelvin), and J.L is the absolute viscosity of the fluid. 

A set of equations has been developed for flocculation resulting from transport 

by velocity gradients present in fluid flow. This kind of flocculation is called orthoki-

netic flocculation. A distinction is made between laminar fluid flow and turbulent 

flow. The equations are 

(3.50) 

for laminar shear type flocculation (where the subscript os in kos presumably sig­

nifies 'orthokinetic shear'), and dU / dz is the velocity gradient. A similar equation 

for turbulent orthokinetic flocculation is 

(3.51) 

where G is said to be a velocity gradient similar to dU / dz. G = J( c: / v) where c: 

is the rate of energy dissipation by turbulence per unit mass of fluid, and v is the 

kinematic viscosity of the fluid. Here, the subscript ot in kot signifies 'orthokinetic 

turbulent' flocculation. 

Based upon these equations, one can evaluate the rate constants for various 

mechanisms. First, we consider Brownian flocculation. If we look at Figures 3.46 

and 3.47 (note the log scales), we see that the rate constant is smallest for en-

counters between particles of the same diameter. Also, the collision rate is highest 

for collisions between a very large particle and a very small one. This is apparent 
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Figure 3.46: Perikinetic flocculation constant, kp(i,j) , as a function of the di­
ameters of the interacting particles (di , dj ). The plot shows the 
surface generated for kp(i,j) using water at 25°C. Note the log 
scales on all three axes 
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Figure 3.47: Perikinetic flocculation constant, kp(i,j), as a function of the di­
ameters of the interacting particles (di , dj ). The plot shows the 
cross section of the kp(i,j) surface, corresponding to different di­
ameters of particles. The conditions for calculations are water at 
25°C. Note the log scales on both the axes 
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from the equation itself. If d2 > > d1, then kp ex d2/ d1, which shows that the 

relationship reduces to a mere ratio of the sizes of the two particles! 

Now consider orthokinetic flocculation of the turbulent fluid flow kind. If we 

look at Figures 3.48, 3.49 and 3.50, we see that once again, the larger particle dom­

inates the value of the flocculation constant. For example, we consider a particle 

of diameter O.IJLm (log(O.I) = -1.0). In Figure 3.50, at 25° C, we locate the curve 

corresponding to -1.0. vVe see that for interaction with particles smaller than its 

own size, the orthokinetic flocculation 'constant' is virtually constant (because it 

is dominated by the diameter of the larger particles-which, in our case is O.IJLm). 

However, this constant increases rapidly as the diameter of its pairing particle in­

creases and is soon dominated by the pairing particles which are bigger than it. 

If we now compare the two constants evaluated, (i.e., kp and kat), we see 

that for particles generally encountered in water systems (> O.IJLm in size), the 

orthokinetic flocculation constant kat' for G = 50s -1, is much, much greater than 

the kp at 25 Celsius. This means that if the mathematical descriptions of the 

system are accurate then, as far as water treatment is concerned, we can ignore the 

effects of Brownian flocculation. That leaves us with the orthokinetic flocculation 

to play with. Perhaps it is proper to emphasize that since most water treatment 

flocculation occurs in turbulent fluid flow regime, we must use the mathematical 

expression corresponding to the turbulent orthokinetic flocculation (Equation 3.51) 

and not the laminar orthokinetic flocculation (Equation 3.50). 

The collision frequency for this can be calculated from Equation 3.48. This 

has been calculated for a particle system (kaolinite clay 25 mg/l in water) with an 

initial (i.e., at time t = 0) particle size distribution as shown in Figure 3.51. Based 
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Figure 3.48: Orthokinetic flocculation constant, kOt(i,j) as a function of the 
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Figure 3.49: Orthokinetic flocculation constant kOt(i,i) as a function of the di­
ameters of the interacting particles (dil dj ). The plot shows cross 
section of the surface generated for kOt(i,i) using water mixed at 
a G = 50s- I

• Note the log scales on both the axes 
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Figure 3.50: Orthokinetic flocculation constant kOt(i,j) as a function of the di­
ameters of the interacting particles (di , dj ). The plot shows cross 
section of the surface generated for kOt(i,j) using water mixed at 
a G = 1000s-1
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on the calculations, we get results shown in Figures 3.52 and 3.53 . .-\S we see, the 

collision frequency is greatest for particles in the size range :::::; 2j.Lm. \Vhat does 

this mean? This means that orthokinetic flocculation is the dominating mechanism 

in particle growth in water and that for a system like clay (which has a particle 

size distribution similar to that of particles found naturally in surface waters), the 

frequency of collision of smaller particles is the highest-a reason why, as a function 

of time, there is a much more rapid reduction in the number of the smaller particles 

than in other size ranges! \Ve also note that this high frequency of collisions is 

because of their high concentrations or n( d1 ). Thus, even though we know from 

Equation 3.51 that d2 dominates the collision frequency if d2 > d1, we see that size 

alone cannot have much influence. We must have a large number of particles (i.e., 

a large n( di)) and must mix more intensely (i.e., greater G) for more collisions and, 

therefore, better flocculation. Thus, a proper increase in number of large diameter 

particles can go a long way in assisting us in speeding up flocculation. This is the 

reason why Kawamura thinks " ... there is clear evidence that recirculation of small 

amounts of preformed floc does improve both flocculation and sedimentation. This 

is particularly true for low turbidity waters ... " [66J. 

3.9.3. Turbulent flow and flocculation 

Though we have played around with a very simple mathematical model of 

particle aggregation, we haven't really looked into the 'physics' behind it. Since we 

already know a little about colloids and coagulants, let us now look, very briefly, 

at the hydrodynamics of turbulent flocculation. \Ve know that turbulent flow, by 

itself, is fairly complicated. The presence of a second phase compounds the problem 
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considerably because one now needs to consider fluid-particle interactions, too. For 

example, Pourhamadi and Humphrey [91] discuss the work of other researchers who 

have shown that " ... an increase in dissipation rate of turbulent kinetic energy with 

increasing particulate concentrations," (i.e., the energy is dissipated at a faster rate 

in a fluid containing a large number of particles than in a fluid which does not 

contain particles) among other things! Amirtharajah and Kawamura [6] mention 

that " ... the maximum size to which floes will grow is controlled by the turbulence 

characteristics in the stirred vessel." They classify the turbulent regime into three 

categories: 

• Floes or aggregates with sizes (d) much larger than the Kolmogorov microscale 

(1]) in regions where inertial effects dominate. 

• Floes of sizes (d) which are much smaller than the Kolmogorov microscale (1]) 

where viscous effects predominate. 

• Floes of intermediate size. 

Most of the particles found in waters to be treated are, in general, much smaller 

than the 'typical' Kolmogorov microscale size (1]) in turbulent flocculators. This 

implies that the particles essentially experience pure shear and extensional flows. 

This sentiment is also echoed by Koh et al. [68], who say: 

For solid-liquid systems, the collision of particles between 1 and 20 
urn in size invariably occurs by a laminar mechanism even though the 
general flow field may be fully turbulent as in a baffled stirred tank. 
This may be interpreted as a complete containment of colliding particles 
within a turbulent eddy where the particles follow the local fluid motion 
closely and where orthokinetic flocculation can be assumed. 
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However, assumptions notwithstanding, the fluid does not have uniform energy 

dissipation over the entire flocculator. There exist regions of high energy dissipation 

(and correspondingly high shear and extensional rates as well as small T]s) near 

the impeller and lower energy dissipation (with lower shear and extensional rates 

as well as large TJs) farther away from the mixing device. That is why, during 

the flocculation process, the floes are subjected to varying shearing and erosion 

forces, resulting in " ... disruption of some of the floc aggregates, or floc breakup" 

[62]. Thus, we have here a give-and-take situation, where we know that a greater 

turbulence intensity will give a faster aggregation rate but we also have to realize 

that a breakup will have a much bigger role to playas the turbulence intensities are 

increased. 

What if we use purely laminar flow instead of turbulent flow for flocculation? 

That would reduce the rate of flocculation considerably. How? \Ve quote Koh [69]: 

The type of flow, whether it be laminar or fully turbulent is not 
important, rather it is the degree of mixing. In a system with no mixing 
such as in laminar tube flow, the particles remain in the same shear zone 
and are subjected to the same shear rate during the entire flocculation 
process. Whilst in a perfectly mixed system such as in a baffled stirred 
tank, all the particles would eventually be exposed to the full range 
of shear rates present. For a system with distributed shear rate, the 
degree of mixing affects individual steps in the flocculation process, from 
doublet formation to floc growth and floc breakup. Due to the mixing 
of fluid between zones of high and low shear rate, floes formed III a 
particular shear zone can be broken up elsewhere in the system. 

As we have said earlier, a compromise must be made in terms of the intensity 

of agitation so as to not have excessive breakup of floes but have adequate collision 

frequency so that the rate of flocculation is high. 
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3.9.4. Conclusion 

So, how else can we increase the rate of primary particle number reduction? 

One of the ways would be to increase the 'efficiency of collision'! It is a fact 

that not all collisions result in irreversible aggregation. O'Melia [85,86] considers 

various aspects of this efficiency factor (Q) and says" ... the collision efficiency factor 

will depend upon the colloids in the water to be treated and the other chemical 

characteristics of the solution as well as the coagulant which is used." Tambo and 

Watanabe [107] go even deeper into this parameter: 

... under the turbulent condition, Q. is not constant because (an as­
sumption of a) constant collision-agglomeration factor a cannot change 
the floc size distribution but only the rate of floc growth. 

Since the 'efficiency' of these collisions depends on a multitude of factors, and given 

the infinite range of conditions which could exist in a real situation-coupled with 

our ignorance of details of such a complex phenomenon-it is not surprising that 

there is, yet, no general model which properly describes such processes. 

Where does this leave us? Let's step back from all this for a while and look at 

the process from afar, without getting bogged down in the details. We get colloids 

in the raw water and their chemistry is altered by our coagulants. These changes 

are all dependent on the coagulants, the colloids, the manner and extent of rapid 

mixing, the water chemistry, as well as their interactions. Once this is done, we 

gently stir these 'altered' colloids and flocculate them. Given the constraints on 

the intensity of flocculation vis-a-vis growth and breakup, we choose a reasonable 

intensity of flocculation. Once this is fixed, we have little control over it except 

for time (or duration) of flocculation. However, we want this rate of growth to 
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be as rapid as possible. The option of having overly extended periods of time for 

flocculating the suspension is out of question. That doesn't seem to leave us with 

many options. 

One way to do this would be to make the collisions more efficient! And that's 

where the role of the proper coagulant dosages and rapid mixing comes into picture. 

Obviously, the process of rapid mixing deserves more attention than it has received 

thus far. Perhaps it was his understanding of this unit process that prompted 

Moffett [77] to say," ... coagulation takes place in the rapid mixer; and, from the 

viewpoint of the operator, this is the most important single step in a water treatment 

plant. Improper coagulation cannot be corrected at a later stage of the process, and 

the results of improper coagulation will be to reduce the quality of the efHuent and 

the efficiency of the plant as a whole." 
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4. EXPERIMENTS 

4.1. Introduction 

In this study, experiments were conducted with the objectives of investigating 

the impact of 

• rapid mixing conditions and 

• temperature of water 

on the flocculation of dilute clay suspensions in water. The experiments were a 

part of an ongoing NSF (National Science Foundation) project to study the effect 

of temperature and reactor geometry on flocculation kinetics. 

Before we get into the details of the experiment, it is proper that we specify 

the reasons why such an endeavor was necessary. 

One of the earlier references on the mixing criteria to be used for distributing 

coagulants uniformly throughout the water was "Design of Mixing and Flocculating 

Basins" by Hudson and vVolfner [59]. It dealt with mixing of metal coagulants in 

water. Quoting them, 

Coagulation can be defined as the process of chemical reaction of 
the coagulant in water. The function of a rapid-mix chamber is to 
insure completely homogeneous coagulation. To accomplish this requires 
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intense mixing to distribute the coagulating agent uniformly throughout 
the water, so that it makes contact with suspended particles before the 
reaction is completed. In the absence of intense mixing, part of the 
water is over-treated with coagulant, while other parts are under-treated 
or not treated at all. Mixing needs may be gaged by two observations: 
coagulants hydrolyze and begin to polymerize a fraction of a second 
after being added to water, and, a milliliter of water contains more than 
10,000,000 particles to be coagulated1

• Practice in design has been to 
use not more than 30 sec in a rapid-mix, with relatively high-powered 
mixing devices. The in-line "blender" is coming into use for this purpose. 
A 24-in. unit can apply 10 hp to 20 mgd in a fraction of a second, during 
which time the coagulant is introduced. 

Note the reference to a finite amount of power being applied to mix a given amount 

of water in a specific time interval. We shall come back to that sometime later. 

Not much research was done on determining, experimentally, the design crite-

ria for rapid-mixing units until Vrale and Jorden published their insightful paper 

"Rapid Mixing in \Vater Treatment" [113]. Their attempt was to " ... show that 

the general design criteria (for rapid mixing units) are not compatible with the na­

ture and rates of the chemical and physical reactions that occur when Al(I I I) or 

Fe(II I) are used" [113]. First, they identified the factors influencing mixing: 

To understand this problem, the following must be taken into con­
sideration: 

1. the type and rates of chemical reaction which .4.l(III) or Fe(III) 
undergo, 

2. the chemical and physical factors which affect these rates, 

3. how different mixing regimes affect these physical and chemical 
factors, 

4. how the various reaction products of Al(III) and Fe(III) affect 
the collision efficiency of particles. 

1 This, presumably, refers to particulate matter present in the raw water. 
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These considerations are necessary because the physical-chemical reac­
tions not only appear to be extremely rapid, they are essentially ir­
reversible. Also, the rates and reaction products depend upon local 
concentrations, while the collision efficiency is highly dependent upon 
the type of reaction products adsorbed to the colloid surface and the 
concentration and distribution of them upon the colloid surface. 

Does this sound familiar? It should. From what we saw in Chapter 3., we can easily 

visualize why their observations might be true. 

They also went on to give reasons why they thought the design criteria for 

mixing units were inadequate. Quoting, [113]: 

The design criteria suggest that the principal parameters of rapid 
mixing are intensity and duration2

• However, because of the speed and 
nature of the reactions, additional detail must be considered. The speed 
of homogenization of the destabilant chemical and the raw stream are 
thought to be a function of: 

1. the intensity and scale of turbulence at and downstream of the 
precise point of contact of the two streams3

, 

2. the number of points of addition of the destabilant, 

3. the reiative concentrations and flow rate of the two streams, and 

4. the flow conditions, i.e., backmix versus plug-flow. 

Again, we have seen in Chapter 3. why these criteria are important in the process 

of coagulant mixing. 

Vrale and Jorden [113] did experiments which showed that for the adsorption-

destabilization mode of colloid treatment, 

2 This is often referred to as the G and t specification because G is an indicator 
of the mixing intensity, and t is the time for which mixing at such an intensity is to 
be carried out. 

3 T he two streams are the raw water stream and the coagulant stream. 
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1. A backmix reactor is very inefficient for rapid mixing. 

2. A tubular reactor appears to be the most efficient type. Points 
of application and the details of the turbulent scale and intensity 
immediately at, and downstream of, the application point are very 
important design considerations. 

3. Average mixing velocity gradient (G) is inadequate for character­
izing rapid-mix-unit efficiency in terms of achieving maximum ag­
gregation rate for a given chemical dosage. 

4. Proper rapid-mix design can lead to two operational improvements: 
a decrease in the required chemical dosage and an increase in floc­
culation unit capacity. 

This student does not agree with all of their conclusions-specifically item 1, for 

reasons to be discussed later-but agrees wholeheartedly with the other three con-

elusions. 

In fact, Vrale and Jorden's conclusion about the inadequacy of G alone in 

characterizing rapid-mix-unit efficiency-as well as the incorrectness of the generally 

accepted design criterion that Gt in rapid mixing/flocculation be kept within given 

specific limits-were proven in experiments conducted by TeKippe and Ham [108]. 

In their paper "Velocity-Gradient Paths in Coagulation" [108], they say that: 

The Gt parameter, alone, obviously is inadequate for the selection 
of an optimum coagulation-basin design. The above data suggest that a 
more useful concept is to rapid-mix until visible floc formation has oc­
curred and then to decrease the velocity gradient to permit floc growth. 

Earlier chemical destabilization studies revealed that such variables 
as pH, alum concentration, and velocity gradient, affect the time re­
quired to form visible floc in the rapid-mix process. The results pre­
sented here indicate that the rapid-mix process is a very important por­
tion of the total velocity-gradient path. If, for example, the rapid-mix 
period is too short, the floc formation will be slow, necessitating a longer 
detention time in the coagulation basin. Since the velocity gradients in 
the coagulation basin are generally much lower than those of a rapid 
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mixer, the required additional detention time in the coagulation basin 
may be considerable to achieve equal treatment results. 

In the year following the publication of the paper by TeKippe and Ham [108], 

EPA published the report "Initial Mixing in Coagulation Processes" by Stenquist 

and Kaufman [101]. This report developed the theory of mixing, in general, and 

contained results of experiments conducted to " ... demonstrate that rapid initial 

mixing is important in certain water and wastewater treatment processes, specifi-

cally alum coagulation-flocculation of a turbid water. Another purpose was to show 

that grid-type initial mixers ... can be used to effect the rapid mixing" [101]. 

Stenquist and Kaufman conducted experiments involving the mixing of alum 

coagulant, comparing a 'grid in the pipe' type of device with a 'flash rnixer,4 in a 

continuous flow system. Comparing a 24-orifice grid, a 4-orifice grid and the flash 

mixer, they concluded that "There was a pronounced tendency for the 24-orifice grid 

to provide the best results and for the flash mixer to provide the poorest results" 

[101]. They went on to say that 

The present study produced no conclusive evidence as to whether 
backmixing is inherently inferior to plug-flow mixing for alum coagulation­
flocculation. 'While the mixing provided by the flash mixer was quite 
rapid, it is believed that the time of mixing was probably lower than 
that provided by the grid mixers .... It was assumed that with a mean 

4Based on the information provided in their report, it appears that the reactor 
which they call as 'flash mixer' was actually a backmix reactor. This clarification is 
necessary because the in-line "blenders" referred to by Hudson and Wolfner earlier 
in this section are often called 'flash mixers' while the reactors of the type used b~' 

Stenquist and Kaufman are generally referred to as backmix reactors. 
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residence time of 23 sec, the concentration fluctuations at the outlet 
were probably quite low. That the flash mixer gave the poorest results 
cannot be taken to mean that backmixing necessarily results in poorer 
performance. It may only mean that it is difficult to obtain very rapid 
mixing with such a device. 

This comment is extremely confusing because, talking about the flash mixer, they 

first say that " ... it is believed that the time of mixing was probably lower than 

that provided by the grid mixers." However, a few lines later, they say "That 

the flash mixer gave the poorest results cannot be taken to mean that backmixing 

necessarily results in poorer performance. It may only mean that it is difficult to 

obtain very rapid mixing with such a device." If the grid mixer displayed superior 

performance as compared to the flash mixer even though the time of mixing in the 

flash mixer was lower than that in the grid mixer, then their conclusion that " ... it 

is difficult to obtain very rapid mixing with such a device" is incorrect! There must 

be some other reason why the flash mixer performed worse than the grid type mixer. 

Possible reasons for th.is will be demonstrated later in the thesis. 

A year after Stenquist and Kaufman's work, Letterman, Quon and Gemmell 

published their paper "Influence of Rapid-Mi.x Parameters on Flocculation" [72] 

with the objective to 

... evaluate the influence of 

1. the length of the rapid-rni.x period, 

2. the rapid-mi.x intensity, 

3. the initial turbidity, 

4. the concentration of alum coagulant, and 

5. the type of impeller and vessel on the removal of turbidity by sub­
sequent flocculation and sedimentation processes. 
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Their experiments indicated that for a given set of suspended solids concentration, 

alum dosage and mixing intensity, the residual turbidity following sedimentation 

showed a strong dependence on the time of rapid-mix! This led them to conclude 

" ... that the early conditions of floc formation are important and the function of 

the rapid-mix operation is more than simply to disperse the coagulant" [72]. They 

also showed that two different types of impellers, when operated at the same G, 

gave different final residual settled turbidities: proving once again that G was an 

inadequate parameter to characterize coagulant mixing. 

Following the paper by Letterman et al., there was a lull in experimental work 

involving rapid-mixing involving metal coagulants until, in 1982, Amirtharajah and 

Mills published their classic paper "Rapid-mix Design for Mechanisms of Alum Co­

agulation" [3]. In this marvelous work, they identified, based on theoretical consid-

erations and experimental results, various zones of coagulation for alum coagulant 

on a log-concentration vs. pH diagram for aluminum. They also advanced the ar­

gument that for the adsorption-destabilization mode of alum coagulation, intense_ 

~oulcLb~~hle because the hlc!rol,}'"si.s __ PE().<!.U.ct~ __ ~~e forI?ed wit~~~eat 

rapidity~ Intense mixing would disperse the alum uniformly at the molecular level 

even before hydrolysis takes place so that the hydrolysis products formed are able 

to adsorb onto all the colloids . .-Also, . .they. argued,._since.the...sweep.fi()c. ~~E~ __ ~ 

~oagulation is a slowe!:_p'!9~~~t.Q.c::~~ng_.<>~~!")-.(.s~c1 r:p.ixing,wouldnot be.all that 

~t<l:~t fOLthi5.JIlQde.QLcol1oi(L<!e.§.!.~~ation. They conducted experiments to 

verify this theory and concluded that: 

1. When coagulation occurs under optimum-sweep conditions ... there 
is no difference in coagulation results for rapid mixing at G values 
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of 300, 1000, or 16000 S-1 .... 

2. In the adsorption-destabilization corona around the restabiliza­
tion zone the high-intensity-blender rapid mixing is superior to the 
back-mix reactors with Gs of 300 and 1000 S-1 .••. 

They saw a similar improvement in the adsorption-destabilization region below the 

restabilization zone (in the pH-concentration diagram for alum), reaffirming their 

theory. 

Following this paper, Amirtharjah and Trusler published "Destabilization of 

Particles by Turbulent Rapid Mixing" [7] in which experimental work involving 

direct filtration of colloids destabilized using alum coagulant, subjected to a variety 

of mixing conditions. A theoretical model was proposed for the destabilization of 

particles. "However," as the authors wrote, "the evidence was not incontrovertible" 

[7]. They added that 

An important conclusion from the theory and experiments is that 
particle destabilization seems to be controlled by the maximum turbu­
lence in the zone around the impeller of a backmix rapid mixing device. 
This is substantiated by the correspondence of the experiments with the 
microscale eddies in the zone around the impeller. 

This student does not agree with this statement entirely. Reasons for this will be 

presented later in the thesis. 

This, to the best of my knowledge, has been the latest of the experimental 

efforts involving the process of rapid mixing. 'While Clark et al. [32] did publish 

their study on micromixing, their approach was more of an attempt geared towards 

understanding the distribution of alum in water and its hydrolysis. Their exper-

iments did not involve particulate colloids of the kind found in water treatment. 

Therefore, even though it is a brilliant paper, it belongs to a different genre and so 
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we cannot include it in the same category as the other studies discussed so far in 

this chapter. 

Having discussed the earlier attempts, we now proceed to "define the problem". 

4.2. Objective 

Based on what we saw in Section 4.1., it is obvious that despite many attempts, 

the phenomena that occur during the process of rapid-mixing are yet to be fully 

understood. Most of the experiments conducted thus far have relied on turbidity 

readings of samples which were rapid mixed, flocculated and settled. This means 

that the experiments did not measure the direct impact of rapid mixing on the 

colloidal systems. 

"Ve know that turbulent fluid flow is the transport mechanism underlying both, 

rapid mixing and flocculation. The difference is that while the former occurs at a 

much greater intensity of turbulence, the latter is carried out at much lower levels, 

as we saw in Chapter 3. Therefore, if a given set of colloids is destabilized, floccu­

lation serves to "amplify" the destabilization effect. This point is well illustrated by 

an example. Let us take two identical colloidal suspensions and measure the par­

ticle size distribution of the suspensions. To one, we add the "optimal" coagulant 

dose while to the other, we add a dose which is different from the optimal coagulant 

dose. We subject both suspensions to similar conditions of rapid mixing, say 300 

rpm of mixing for 1 minute. Obviously, the former suspension will contain colloids 

which are better destabilized than the colloids in the latter suspension. If we take 

a sample from the poorly destabilized colloidal suspension and compare its particle 

size distribution with that of the well destabilized colloidal suspension directly after 
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rapid mixing, we will not see much of a difference between the two. However, if we 

flocculate the two suspensions with a reasonable flocculation intensity for a period 

of, say, 30 minutes, we will see that the well destabilized colloidal suspension con-

tains particles whose size distribution is radically different from the initial particle 

size distribution. At this point, if we measure the particle size distribution of the 

poorly destabilized colloidal suspension, we will see that it is substantially different 

from that of the well destabilized colloidal suspension. What does this mean? It 

simply means that in such conditions, as mentioned in the example, flocculation 

can be thought of as a process which amplifies the state of destabilization of the 

colloids. 

If the process of flocculation of a colloidal suspension is followed by sedimen-

tation, the larger particles will settle out preferentially over the smaller particles. 

Thus, one can see that the residual suspended turbidity in the supernatant can be 

thought of as an indicator of the amount of small particles in the suspension. The 

settling velocity of the particles is dependent not only on the size of the particle, 

but, among other things, on their density, and shape. Therefore, measurements of 

the particle size distribution of the supernatant collected from a settled suspension 

would not tell us as much about the effect of the rapid mixing conditions on the 

abiliJy-oLpa.r.ticles-tO-gTQw,_whereas the information about the supernatant would 

~.ndica~~r_2Lth_eir abjlity_~_o._9Eo~_(.tnd settle out of suspension! Based on this 

idea, it was decided to restri~~he .~~mpling of the suspension up to the end of the 

floc~ulati9_n periQd. This ~vas different from earlier studies, where most experiments 

involved measurements of turbidities of the supernatant from suspension which had ----_.- - - .-

been rapid mixed, flocculated and settled. 
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Therefor_~,()n_e __ ~(l~ s_e~ t~(lt measurements of particle size distribution directly 

after the end oCth(!_r:ap!~_~xing period would give us indications of the effect of 

rapid mixing per se on the particle size distribution of the colloids; whereas a mea-

, sure of the particle size distribution of the suspension at the end of the flocculation 

period would give us an indication of the level of destabilization of the colloids and 

their ability to floc<:ulate. Since the experiments were a part of a study involving 
~-- ._-" -

flocculation kinetics, it was decided to restrict the sampling up to the. end of the 

fl()~CJllatio~_~teJ?:_ 

elL-was also thought that if a colloidal suspension could be characterized (in 

terms of its particle size distribution) before rapid mixing, after rapid mixing as 

wel!_~~_.rl~ring and after flocculation, one could easily delineate the effects of both, 

tll.eJapid mixing stepas well as the flocculation step on the particle size distribution 

of the particles in suspension. And, if this information was available, it would be 
.--.. ,-

somewhat easier to predict how the suspension might behave if it were subjected 

to a treatment like direct filtration (i.e., rapid mixing followed by filtration) or 

conventional treatment (i.e., rapid mixing, flocculation, sedimentation and filtra-

tion), because considerable information is already available on the manner in which 

particle size distribution of the suspension affects its ability to filter or sediment. 

Based on these premises, it was decided to study the influence of temperature 

of suspension, and the rapid mixing conditions (i.e., intensity and duration of mix-

ing) Qn the particle_size-distribution--of- a suspension-after __ rapid_mixingas well as 

~t_different stages (i.e., different times ) of flocculation; indicating its influence on 

flocculation kinetics. 
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Table 4.1: Parameters involved in the experimental plan 

Control Parameters: Energy input 
Time 
Temperature 
Coagulants 
Colloidal suspension 

Variable and Fixed Variable: 
Parameters: 

Fixed: 

Temperature 
Time 
Energy 
Apparatus 
Colloidal suspension 
Coagulants 

4.3. Experimental plan and equipment 

The experimental plan can be easily visualized by looking at Table 4.1. The 

variable parameters in these experiments were the energy input into the system 

during initial mixing (i.e., intensity of mixing), the duration of the initial mixing 

step and the temperature at which the experiments were carried out. The fixed 

parameters in these experiments were the mixing and particle counting equipment, 

the colloid suspension to be chosen for these experiments as well as the destabilizing 

chemicals. 

vVe first discuss the fixed parameters, which included clay as the colloid, alum 

and organic polymers as coagulants, water as the suspending medium, and the mix-

ing and particle counting equipment. The apparatus consisted of (1) the reactor in 

which rapid mixing and flocculation were carried out as well as the equipment asso-
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ciated with the reactor; (2) the primary measuring equipment used in characterizing 

the suspensions-namely, the particle sizing system and such things. 

Let us first consider the reactor used in this study. Essential features of the 

plexiglass reactor used in the study are shown in Figure 4.1. This is the same reactor 
./ 

which was used by Argaman and Kaufman [13] in their studies on flocculation 

kinetics. The stirrer was a 1/4 inch diameter stainless steel shaft onto which a flat 

(1/16 inch thick) stainless steel piece of the dimensions shown in Figure 4.1 was 

mounted using a screw. This stirrer was attached,J/h a steel or plexiglass coupleiJ, 
,._- - ----~--~.- . - -

to an electric motor which formed a Eart of the Cole-Parmer Master Servodyne5. "---------- ------- -----. - - . 

The electric motor was mounted on a wooden support which was rigidly attached 

to the top of the reactor. Attached to tQ~_~le~tric_._lIlotoc_was .anAme..t~J<.._,Yrodel 

1l?~~hC?~et~-~~btained fro~ .. Cole..::R.~r!!l~!'. The Master Servodyne could 

be used to control the speed at which the motor was rotating as well as hold it 

constant at that level. The Servodyne also measured (in DC millivolt) the torque 

being exerted on the motor, which could be used to calculate the rate at which 

e!!.ergy was being <!.pplied to the contents of the reactor. The wooden support for 

the motor also contained holes through which a pH probe as well as thermocouple 

type temperature sensor were introduced into the reactor to monitor its contents. 

The pH probe ,vas connected to aFisher._~ccu~etpILMeter Model 6106 . The 

reactor was placed in a Nor-Lake 7 constant temperature room, whose temperature 

could be controlled at the desired level. 

5Cole-Parmer Instrument Company, Chicago, Illinois. 

6Fisher Scientific Company, Pittsburgh, Pennsylvania. 

7Nor-Lake, Hudson, \Visconsin. 
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For the experiments which involved high speed mixing, it was discovered that 

considerable vortexing occurred in the reactor contents which made it difficult to' ---.-- ..... --- ... -" -. ------_. .. 

reach 500 rpm, the speed at which the high speed mixing experiments were to be 

conducted. A coni!!!i~gplate, shown in Figure 4.2 was used to _confine the flow and 
. - ._. -".- .~'~'-.-...... _- .----.-.~- . . - ~-.~.-

reduc~~()!.!~_~_Ilg. Ii was placed in the reactor in the manner shown in the figure, 

with its plate being approximately 0.5 inch above the normal water surface. 

As shown in Figure 4.3, leads from the tachometer, servo dyne, pH meter and 

thermocouple were attached to a terminal panel which was connected to the ana­

log card of the ACPC-16 Analog Connection PC8 personal computer based data 

acquisition/control system. It was housed in a Z-159 Zenith Desktop Personal Com­

puter System9. This data acquisition/control system controlled the temperature of 

the constant temperature room by appropriately switching on/off the compressor, 

based on the temperature sensed by the thermocouple. This arrangement provided 

a much finer control of the temperature than possible with an ordinary thermostat 

controlling the turning on/off of the compressor. The data acquisition system was 

set up to constantly monitor the temperature, pH, rpm and torque of the system, 

24 hours a day. It was also capable of collecting data provided by the instruments 

it was monitoring, and writing the information to a printer, a 5-1/4 inch floppy disk 

or a hard drive. 

The computer system, servodyne control box, pH meter, and tachometer dis­

play were placed outside the constant temperature room so as to shield them from 

8Strawberry Tree Computers, Sunnyvale, California. 

9Zenith Data Systems, St. Joseph, Michigan. 
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possible interference in their performance because of the low temperatures at which 

some of the experiments were conducted. 

The samples of the colloid suspension withdrawn from the reactor were placed 

in plexiglass cells of the kind shown in Figure 4.4. Each sample cell was covered 

with 45 x 50mm Number 1-1/2 (0.16-0.19 mm thick) Fisherbrand Microscope Cover 

Glass lO . There were two types of sample cells: one type of cells were 0.65-0.85 mm 

deep while the second type were 0.25-0.30 mm deep. The deeper cells were to be 

used for the homogenized, rapid-mixed, and samples taken after 1, 3, 5, 10, 15, 20, 

10 Allied Fisher Scientific, Pittsburgh, Pennsylvania. 
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25, 30 and 45 minutes of flocculation. The shallow cells were used solely for the 

homogenized and rapid-mixed samples. The shallow cells were necessary in order to 

be able to detect even the smallest changes which might occur in the clay suspension 

during the rapid-mixing period. 

\Ve now discuss the equipment used for analyzing the samples. The samples 

were analyzed using an Automatic Image Analysis (AlA) system. This consisted of 

an Olympus BH-2 optical microscope11 on which the plexiglass cells containing the 

colloid suspension samples were viewed. The optical image visible in the microscope 

was picked up by a video camera which formed the input for the Lemont Image 

Analysis System12. The AlA system was capable of collecting images of the colloids, 

counting them, and classifying them in various size blocks. A schematic of the image 

analysis system can be seen in Figure 4.5. 

Before we go any further, let us examine how the AlA system works. The 

AlA system works on the principle of identifying levels of gray in a visual field. If 

we take any black and white picture, we see that it actually consists of regions of 

different amounts of 'gray'. In fact, these gray levels are drawn from the continuous 

spectrum between pure white and pure black. The AlA system assigns a number 

'0' to the p~black level and '255' to pure white level and divi~:~Ee continuum 

between pure black and pure white into 255 zones of gray. The AlA system has 

the ability to take an image and transform it into a 512 x 480 pixel digitized image. 

In other words, any picture (whether it is color or black or white) is perceived by 

11 Olympus Corporation, Lake Success, New York. 

12Lemont Scientific Inc., State College, Pennsylvania. 
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the AlA as being a black and white picture which consists of 245,760 (512 x 480) 

individual dots (pixels), each of which has a distinct gray level associated with it. 

The AlA stores this image by identifying, within the computer's memory, each pixel 

by the location of the pixel (its X and Y coordinates on the image) as well as the 

gray level associated with it. This is what is called the 'digitized' image. 

How does this help us? Let us say we have a suspension of clay in water which 

we place in a sample cell of the type mentioned above. We set the microscope to 

operate in the dark-field mode. In this mode, the sample is illuminated in such a 

way that only the light rays that strike an object in the sample cell are visible to an 

observer. Thus, the effect is that objects on the cell are very brightly illuminated 

against a pitch dark background. Therefore, the image we see would be one in 

which the clay particles are all very bright while the background is completely 

dark. Such an image would be ideal for analysis using the AlA system. If we 

collect the image in the AlA, we know that all the pixels associated with each of 

the clay particles have a gray level above, say, 180. Therefore, we can instruct 
;-----------.~--- .. - ------.--

the AI~ _ to-regartLaILregions __ on the image which have a gray level above 180 as 
---- - -

being particles and ask it to analyze the image and provide us with a particle size 

distribution. It will consider all contiguous pixels which have a gray level above 180 

as one particle. Based on the calibration, it will provide a particle size distribution 

of the clay suspension analyzed in this manner. In using this technique, we must 

remember that the concentration of the clay particles (in our sample) should be 

such that there are no overlapping particles. This is essentially how the samples 

were analyzed using the AlA. The microscope-AlA combination was calibrated for 
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different magnifications using a Nikken O.Olmm Objective Micrometer13. It must 

be added that the resolution of the system, the way it was set up to analyze the 

samples, was O.73JLm. 

Having discussed most of the significant constituents of the experimental ap­

paratus, we now turn to the other fixed parameters involved in the experimental 

plan, as outlined in Table 4.1. Kaolin (Kentucky Ball Clay) was chosen to be the 

colloidal system used in the study. Studies were carried out using a 25 mg/l sus­

pension. The colloids showed an equivalent circular diameter of about 1.8JLm. A 

stock clay suspension of 800 mg/l was prepared from which appropriate samples 

were withdrawn for each experiment. The stock clay suspension was made in Ames 

tap water by suspending 36 g of the clay in 45 liters of the water. The mixing was 

done in a 12 x 24 x 12 inch Nalgene14 plastic tank, the contents of which were 

pumped out of and into the tank in a closed circuit, using a pump with a stainless 

steel impeller and volute. Extended pumping with the pump ensured the homoge­

nization of the clay suspension. Each batch of clay prepared in the tank lasted for 

many experimental runs. 

Since the experiments were carried out with a clay concentration of 25 mg/l, 

it was necessary to dilute the stock clay suspension. The turbidity of the diluted 

suspension was checked on a Hach Model 18900 Ratio Turbidimeter15 before the 

experiment and recorded. It did not show much variation over the course of the 

13Nikken, Tokyo, Japan. 

14Nalge Company, Rochester, New York. 

15Hach Chemical Company, Ames, Iowa. 
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experiments. 

The dilution water, i.e., the water in which the clay was suspended so as to 

conduct the mixing and flocculation experiments, was Ames tap water, buffered 

with 100 mg/l of sodium bicarbonate. The water was prepared by first creating a 1 

Molar solution ofN aHC03, i.e., a 84 mg/ml stock solution of sodium bicarbonate. 

357 ml of this stock solution were then thoroughly mixed with 300 liters of Ames 

tap water in a large stainless steel tank and the mi~ture <l:llowed to stand overnight. 
D.~I., \, ~'}- f~:;"1 ;~::,r' ... ;,)'r- - 'f~ ~- ; ... -.).~. I ( 

tJ I \./ I ( ,).... 

The next day, the water was transferred to 18 liter carboys which were then placed 

in the constant temperature room for storage. It was this water which was used for 

all the experiments. A sample of each such batch of water prepared was analyzed 

by the ERI Analytical Laboratory. All of the batches were found to be satisfactory 

in that no significant departures from the mean were observed. 

Alum was one of the coagulants used in this study. The alum used was In 

the form of Certified A.C.S. Aluminum Sulfate Crystals AI(S04)3 . 18H20, 98.7% 

pure16. It was dissolved in distilled water to make a 0.25 Molar stock solution (i.e., 

41.6575 g/250 ml). This stock solution was always stored at room temperature. 

The dosing of alum to the reactor was done using a dosing solution of 10 mg/ml, 

based on crystals as received. The dosing solution was prepared fresh 24 hours 

before the day of the experiment by diluting the appropriate amount of the stock 

alum solution to the desired volume. No precipitates were observed in the dosing 

solution. This dosing solution was also stored at room temperature. The dosage at 

which the experiments were carried out was 5 mg/l of the reactor volume. At the 

end of the experiment the dosing solution was discarded. Based on extensive jar 

16Fisher Scientific, Fair Lawn, New Jersey. 
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tests with the clay suspension and alum coagulant, the pH for coagulation at 20°C 

was chosen to be @ This, in combination with the dosage being used, would 

put the experimental conditions square in the adsorption-destabilization zone of 

the alum coagulation diagram published by Amirtharajah and Mills [3]. In order 

to carry out the ~experiment at these conditions, preliminary investigations were 

carried out so as to determine the amounts of 0.09698 Normal Hel to be added 

at the same time as the alum so that the final pH of the suspension was at the 

desired level. This was also done using jar tests conducted using a Model 7i90-

300 Phipps & Bird 6 Paddle Stirrerl7 . Eventually, a titration technique was used 

to deduce the amount of 0.09698 Normal Hel for this purpose. In experiments 

involving alum, conducted at low temperatures, the alum dosage was kept at a 

constant level. Initial experiments at low temperatures at a pH of 6.80 revealed 

poor flocculation. Therefore, it was decided to maintain the pOH at the same level 

as the pO R of the experiments done at 20° C. The reason for this was that since 

the hydroxyl ion is associated with the hydrolysis species formed, it would be more 

reasonable to keep the paR constant in order to compare the performance of the 

coagulant at two temperatures. This improved flocculation considerably. 

In this study, it was initially planned to investigate the influence of alum coag­

ulant on the clay suspension. Later, however, the scope of the study was expanded 

slightly to include the influence of rapid mixing on the behavior of a polymeric 

coagulant, Magnifloc 573C I8 . This is a polyquarternary amine with high molecular 

weight, available in the form of a viscous liquid [52]. On the basis of jar tests, the 

17 Phipps & Bird Inc., Richmond, Virginia. 

18 American Cyanamid Company, Wayne, New Jersey. 
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optimum dosage for the polymeric fiocculant was determined to be 0.1 mgll of the 

reactor volume, at a pH of 7.0. The stock solution for the polymeric coagulant was 

a 1 gil polymer solution. The dosing solution was a 0.1 gil (i.e., 0.1 mg/ml) poly­

mer solution. ·While the stock polymer solution was prepared (in distilled water) 24 

hours before the experiment and kept at room temperature, the dosing solution was 

prepared 1 hour before the experiment. Both the solutions were discarded following 

the experimental run. 

vVe have, so far, discussed fixed parameters of the experimental investigations. 

vVe now consider the variable parameters. In this study, the primary variable to 

be considered was temperature. Experiments were conducted at two temperatures: 

5 and 20°C. The second variable to be considered was the duration of the initial 

mixing period. Experiments were conducted which involved either a 1.0 minute or 

a 5.0 minute period of rapid mixing. However, in some of the experiments-those 

involving mixing at 500 rpm-the equipment being used was unable to provide 

mixing at this intensity for the full duration of 5 minutes. This resulted in some 

experiments having either a 2.25 or a 3.0 minute mixing period. The third variable 

parameter was energy. Since the power input is dependent on the speed (rpm) at 

which initial mixing is carried out, it was decided to conduct the experiments at 

two levels of mixing: 250 and 500 rpm. In just one case, was the mixing speed 

changed to yet another level: 340 rpm. The flocculation was carried out at two 

levels: 3_0 rpm or 60 rpm--designated as the 'low' and 'high' energy levels. 
. .-~.' -'- ----~- -----
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4.4. Experimental procedure 

On the day prior to the experiment, the water from one of the carboys was 

introduced into the reactor and allowed to come to thermal equilibrium with the 
. 

surroundings. The stock 0.25 Molar alum solution was diluted using distilled wa-

ter to create a 10 gil (or 10 mg/ml) dosing solution, which was stored at room 

temperature. 

Then, on the morning of the experiment, the clay in the stock clay suspension 

tank was first stirred and homogenized by turning on the mixing pump. This mixing 

was carried on for at least 10 minutes. After this period, a fixed amount of this clay 

suspension was pumped out into a graduated cylinder so that when added to the 

reactor, the total volume of the reactor contents would be ~ The contents of 

the graduated cylinder were promptly mixed with the reactor contents and stirred 

so as to have a homogeneous clay suspension o~\~in the reactor. A sample of , 

this suspension was taken and its turbidity measured on the Hach ratio turbidimeter 

and recorded. Yet another sample of this suspension was taken for monitoring the 

zeta potential using a Model 1~~)azer Zee Meterl9 . 

During this period, ~ rnl of the alum dosing solution were loaded into a plastic, 
------- j' 

disposable syringe with a Perfect urn PS 13 Hospi-Luer 4-1/2 inch stainless steel 

hypodermic needle20 . This amount, when injected through a rubber septum into 

the reactor resulted in an alum dosage cJ5 m..grun the suspension in the reac-

tor. In the case of experiments involving the polymeric coagulant, on the morning 

19pen-Kem Inc., Croton-on-Hudson, New York. 

20Popper & Sons, Inc., New Hyde Park, New York. 
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of the experiment, the stock solu_tion of 1 gil was diluted to make a 0.1 gil (or 
///~----

0.1 mg/ml) dosing solution. Eighteen mLof-1.his dosing solution was loaded into '--.:....--.-:::::::....--_., 

a syringe similar to that described for alum. ~p.~~~"i~g~p~i;~~osagt,:)n the 

reactor wa~ For both, alum and polymeric coagulants, the dosing solution 

was discarded at the end of the experiment. Standardized Hel, which had been 

prepared earlier and stored at room temperature, was also loaded into a syringe. 

The pH meter was also standardized prior to each experiment. 

In the experiments involving low temperatures (5°C), some time was allowed to 

permit the contents of the reactor, which had warmed up because of mixing of clay 

suspension, which had been stored at room temperature; with dilution water which 

had been at the control temperature. If the contents of the reactor were within 

0.2°C of the desired temperature, the experiment was started. Prior to the start of 

the experiment, the data acquisition system was instructed to start recording data, 

at 5 second intervals, to a floppy disk. Also, the sample cells were loaded during 

the experiment, with samples taken from the sampling ports shown in Figure 4.1. 

These sampling ports were brass fittings on the ends of which rubber septa21 were 

placed. The samples were extracted by inserting the stainless steel hypodermic 

needle, attached to a plastic syringe, through the rubber septum, into the reactor. 

The plunger of the syringe was slowly withdrawn so that the sample was gradually 

inducted into the body of the syringe. After an adequate amount of sample was 

present in the syringe, it was withdrawn from the septum. The syringe was then 

used to slowly fill the sample cell on which the microscope glass cover was placed. 

21 Aldrich Chemical Company, Inc., Milwaukee, ·Wisconsin. 
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The glass cover was then gently pressed using Kimwipes22 and excess sample, which 

emerged from under the cover, was absorbed and wiped off. Once this was done, the 

sample cell was placed in a felt-lined container-to prevent scratching of the cells. 

The syringe was rid of the excess sample and rinsed with distilled water, making it 

ready for collecting the next sample. 

The actual experiment involved two students. One student was needed outside 

the constant temperature room: to monitor and adjust the rpm, as well as monitor, 

visually, the pH; while the other student was needed to inject the coagulant/acid 

into the reactor and collect samples. Just before the experiment, two syringes-one 

containing the coagulant and the other the standardized acid-were loaded into two 

sampling ports. The first student readied himself for injecting the chemicals while 

the other student raised the speed of the motor to the desired level. At the appro­

priate time, the second student informed the first student to inject the chemicals 

and timed the duration over which mixing was carried out. During this mixing pe-

riod, the second student relayed to the first student the pH as it changed with time. 

If necessary, additional adjustments to the pH were made during the rapid-mixing 

period. As the mixing period came to an end, the second student informed the first 

one to collect the 'rapid-mixed' sample and reduced the speed of the mixing motor 

to the level at which flocculation was to be carried out. Then, _~_tthe ti~~ int~!_~~J.?_. 

O~~=20~_25~30-~nd~i~-~~'st~ases-45 minutes of flocculatio~, samples 

from the reactor were collected in a manner described earlier. During this process, 

qualitative comments describing the visual observations made on the sample, were 

recorded. These included naked-eye observations as well as observations made by 

22Kimberly-Clark Corporation, Roswell, Georgia. 
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using a hand-held Macroscope 25, 8 x 30 monocular microscope23 . A sample of 

the clay suspension was also collected for a measure of the zeta potential of the 

destabilized clay particles. 

Following the desired duration of the flocculation, the motor was turned off. 

The pH meter was checked with the standards to see if there had been any drift in 

its measurements. The data acquisition system was also instructed to stop recording 

data to the floppy disk. The reactor was drained, rinsed with tap water, and allowed 

to dry out. 'While this was being done, the pH, temperature, rpm and torque data; 

which had been recorded in a file on the floppy disk, were imported into Lotus 1-2-3 

spreadsheet program24 and processed by a series of macro-com~ands. Graphs were 

generated to detect the manner in which the aforementioned parameters varied over 

the duration of the experiment and, if any anomalies were found, the experiment 

was abandoned. 

~~_a:p.Qtentiai~-'Of the raw and coagulated clay suspensions was also mea­

sured during this period. 'While all this was being done, the sample cells were 

allowed to sit undisturbed and in this period of almost two hours, most of the sus-

pension settled over the distance of depth of the cells, to the bottom of the sample 

cell. A test had earlier been conducted to see if the particles underwent any changes 

when left undisturbed in a sampling cell over a 24 hour period. No changes were 

detected and so, it waLcQncluded-that leaving th~sampleJ::ell~_undisturbed did not 
~ -------·----·--·- __ "o ••• _ 

al t er the p-~rticle-.siz.e-di.strib ution-o Lthe-sampl e-;------
23 RF Inter-Science Co., New York. 

24Lotus Development Corporation, Cambridge, 1'Iassachusetts. 
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Following this period of settling, the samples were taken to the Lemont Auto­

matic Image Analysis system and analyzed for their particle size distributions. The 

analysis was carried out by selecting fields at random from the sample cells and 

analyzing these fields. 'When counting particles in the shallow sampling cells, fields 

were analyzed until a total of about 1000 particles had been counted. This was 
-

decided on the basis of an experiment in which changes in the calculated particle 

size distribution were measured as a function of the number of particles counted. 

It was found that by the time 600 or so particles had been counted, there was 

little change in the calculated particle size distribution by any increments in the 

total number of particles counted. As a conservative measure, it was decided to 

count a total of 1000 particles in order to define the particle size distribution for 

a given sample. For the deep sampling cells, the counting was done up to about 

1000 particles in the earlier samples (i.e., the homogenized and rapid mixed clay 

suspension, and for flocculated suspensions up to 10 minutes of flocculation). For 

samples corresponding to longer flocculation times, when the particle concentration 

was relatively reduced as compared to the homogenized and rapid-mixed samples; 

the count requirements \~'ere reduced to about 600 total particle count. For the 

samples corresponding to a flocculation period of 30 or 45 minutes, the total count 

requirement was reduced to about 400 or so. Again, this was because of the fact 

that the particle concentration in those later samples was much, much lower than 

that in the homogenized samples. In the case of all samples counted using the deep 

cells, the criterion to be satisfied was that there should be at least 100 counts in 

the mode of the particle size distribution, a minimum of 10 counts in any division 

which influences the shape of the particle size distribution, and a minimum of 250 
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total particle counts. 

The fields to be analyzed by the AlA were selected at random. The X and Y 

verniers on the microscope stage were used as references against which the fields were 

located. A random number generator was used to arrive at an X and a Y coordinate 

of the field. This field was then viewed by the AlA and analyzed. Occasionally, 

however, the bottom of the cell would be scratched or the field being viewed would 

contain air bubbles or, perhaps, the field might be on the edge of the sampling 

cell. In such cases, that field was discarded and the next randomly chosen field was 

selected for analysis. 

The basic principles of the AlA have already been described. In most cases, 

the image collected by the AlA had to be edited somewhat so as to enhance the 

digitized image to make it more amenable to analysis. The editing included, on 

some occasions, erasing scratches on the cell bottom from the image so that they 

were not counted as particles; small feature enhancement which was necessary to 

enhance the image of the smaller particles, etc. In all cases, it was ensured that the 

edited image was as close as possible to the true visual image of the field. 

The AlA analyzed each visual field and recorded the relevant information of 

each particle in a magnetic file on an 8 inch floppy disk. Once all the samples 

had been analyzed, each file, corresponding to a given sample, was processed by yet 

another computer program of the AlA, which provided the particle size distribution 

for that sample as well as the area (in cm2) of the sample analyzed. Since the 

depth of the sample cell was known, the volume of the sample analyzed could be 

calculated. All such information generated by this program was collected by a 

personal computer and recorded in a magnetic file on a 5-1/4 inch floppy disk. 
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Meanwhile, after all the samples had been processed, the sample cells were, 

once again, placed on the microscope and a photographic record was made of about 

2-3 fields of each sample. This helped in making a somewhat permanent visual 

record of the status of clay suspension, as it underwent flocculation. Following this 

photography, the sample cells and the glass covers were rinsed under tap water 

and then placed in a specially constructed plexiglass cell cleaning rack. This rack 

was a 1/2 inch plexiglass plate into which slots had been made so as to permit the 

sampling cells and the glass covers to stand vertically. The rack with the rinsed 

cells/ glass covers was then transferred to a Bransonic 220 Ultrasonic Cleaner25 . 

The rack and the cells were completely submerged in a detergent solution using a 

special detergent, Micro liquid laboratory cleaner26. The cells and glass covers were 

sonicated for a minimum period of 5 minutes. Following the sonication, they were 

rinsed: first with tap water and then with distilled water. Following the rinsing, the 

cells and the glass covers were placed between layers of lint free towels and allowed 

to dry under the weight of a moderately heavy book or a wooden box. This was 

necessary to prevent water spots from forming on any of the items. All this was 

necessary in order to ensure ultra-clean sample cells so that the particle counts were 

not adversely influenced by any residual dirt on the cells/glass covers. 

The particle size distribution data, which were present as ASCII (American 

Standard Code for Information Interchange) files on 5-1/4 inch floppy disks were 

imported into Lotus 1-2-3 spreadsheets and processed further to provide particle 

concentrations and other information so that all the samples could be compared on 

25Branson Ultrasonics Corporation, Danbury, Connecticut. 

26International Products Corporation, Trenton, New Jersey. 
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the same basis. 

4.5. Conclusion 

'rVe have, in this chapter, looked at (1) a general discussion of the experiments 

which have been done on this topic, (2) the general setup involved in the experiments 

and (3) the experimental procedure used. 

In the next chapter, we shall see the results of these investigations and the 

reasons for their being so. 
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5. RESULTS AND INFERENCES 

5.1. Results 

As was mentioned in Chapter 4., experiments were conducted with the objective 

of observing the influence of 

• mixing intensity, 

• duration of mixing, and 

• temperature of water 

on the· outcome of the rapid mixing process. In order to make the impact ap­

pear more pronounced and easily discernible, most of the clay suspensions \vere 

flocculated for 45 minutes. Since this study was a subset of an NSF project on floc­

culation kinetics, most experiments involved flocculation at two levels: at 30 rpm 

(corresponding to 'low' flocculation energy) and at 60 rpm (corresponding to the 

'high' flocculation energy). 

'While conducting experiments involving temperature effects, it was arbitrarily 

decided to keep the energy of mixing same at both temperatures (i.e., at SoC as 

well as 20°C). This was done based on tests conducted with the servo dyne, which 

showed that for a given speed of rotation, the amount of mea.mrable torque exerted 
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on the motor was the same at both temperatures. De power inRut into thS!_.t~'!.cJ()_~ 

is given by 7 X Wj where 7 is_1p._~,_~PRlj~cJ.,t~£que, a:~,~~,_the aIlg!:Jl,~ .. _Y-~Locjty at 

~i~,hjJ~~mO~2!j~E-Jlnin$:-Comparing the situation at 20 and 5°C; 720 = 75 and 

w20 = w5· This means that the power input into the system at both temperatures 

would be the same at the same mixing speed.-'!'~~,E()~er_~p~t,~~ _~_~sen_~~~tea~ 

-~9_ 0r-T/ (the Kolmogorov microscale) based on work by Cleasby [33J and Clark 
- -------- ----~,-. -., .- . - - - . 

[30J, in which convincing arguments have been advanced about the validity of G as 

a parameter for characterizing turbulent flow phenomena of the kind encountered in 

turbulent rapid mixing or turbulent flocculation. Since the Kolmogorov microscale 

varies from one point to another in space (and time) in a given reactor, the idea of 

keeping a fictitious "time and space averaged Kolmogorov microscale" constant was 

not very appealing. We must remember that it is is more of a conceptual length 

scale than a real, physical entity and it merely provides an approximate description 

of the intensity of the turbulent fluid flow. Compared to the two parameters (G 

and T/), the power input into the system is unquestionably superior in terms of our 

requirements because it dictaie.s the very dynamics of the turbulent fluid flow and is 

a true physical parameter' which can be readily measured. Based on these reasons, 

it was decided to keep the speed of the mixer constant at both temperatures during 

rapid mixing and flocculation. 

As mentioned in Chapter 4., the study involved work with two different coagu­

lants: alum-a metal coagulant, and Magnifloc 573C-a polymeric coagulant. \Ve 

shall first consider each coagulant separately. Later, the performance of the 1\vo 

coagulants will be compared. 
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5.1.1. Rapid mixing with alum 

The general conditions under which experiments involving alum coagulant were 

carried out have been summarized in Figure 5.1. This is an important figure and its 

location in this thesis should be marked because we shall repeatedly refer to it in 

order to keep track of the comparisons being made. In this figure, we can also see 

that while the experiments inv2b'tIlg rapid mixing at 250 fIlm have mixing periods 

of l~~!jlljl\i~eS', those involving rapid mixing at 500 rpm have mixing times of 

1 and 3 minut~~~"This was due to the shortcomings of the mixing system. At this 

rapid ~_~g intenill.Y (SOD tPJIlkthe_ser:VQdyn~ control box_quickly __ becameexc~!i:_ 

sively hot, causing the circuit breaker to 'trip' and break ~hecircuit. In order to 
..... _ .... - ~-~ •• ~-- •• --.--..---------~----.- - --.-_.. .' ~ , ¥ • - •••• -- - ••• _--- .-. 

avoid damaging the reactor/mixing aEP~J:"<:tJll?_and 1herebyjeopardizing the project ---- _.- _. ---...-..--- - -~- .~. -" ~-

s~he~ule, it was decided to restrict the maximum mixing period to 1 minute for 

experiments involving rapid mixing at 500 rpm, although one experiment was con­

ducted with a mixing duration of 3 minutes. Later in this section, we shall see that 

the absence of experiments involving 5 minutes of mixing at 500 rpm did not really 

make much of a difference in terms of the inferences drawn from these experiments. 

If we look back at Figure 5.1, we see that each set of experimental conditions 

is identified with a label. Thus' AD' refers to the experiment conducted with the 

following characteristics: 

• Temperature: 20°C, 

• Intensity of rapid mixing: 250 rpm, 

• Duration of rapid mixing: 5.0 min., 



TEMPERATURE 

RAPID 
MIXING 
INTENSITY 
AND 
TIME (min.). 

FLOCCULATION 
INTENSITY. 

LABEL AA 
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ALUM COAGULANT 

AB AC AD AE AF AG AH AI 

Figure 5.1: Experimental plan involving alum coagulant. 'Hi' and 'Lo' floc­
culation intensities correspond to 60 and 30 rpm respectively. 
Samples in all of these experiments were collected and analyzed 
in the deep sample cells 
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• Flocculation intensity: Low. 

As mentioned earlier; flocculation was usually carried out for a 45 minute period. 

In order to detect the influence of temperature, we would compare the results 

of this experiment with results obtained from experiment 'AK' which was carried 

out at exactly the same conditions as 'AD' except for its temperature: 'AK' was 

carried out at 5°C while 'AD' was conducted at 20°C. 

If, however, we wanted to see the influence of the duration of rapid mixing on 

the outcome of the flocculation process, we could compare experiment 'AD' with 

experiment' AC'. In 'AC', all the conditions were identical to those in 'AD', except 

for the duration of the rapid mixing period. 

We can see that such a process of making comparisons could easily get fairly 

confusing. In order to keep things in order, we shall make a list of all comparisons 

which are likely to tell us something about the influence of temperature, rapid 

mixing intensity and duration of rapid mixing. This list is shown in Table 5.1. 

We can also compare 

• 'AE-AH-AJ' to see which set of rapid mixing conditions (i.e., both, the in­

tensity and duration of mixing are varied) gave the best performance at 5°C 

and high flocculation intensity; 

• 'AF-AG-AI-AK' to see which set of rapid mixing conditions (i.e., intensity 

and mixing time combination) gave the best performance at 5°C and low 

flocculation intensity. 

Such comparisons (to see which combination of rapid mixing conditions produce best 

performance vis-a-vis particle growth) for experiments conducted at 20°C \vould 
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Table 5.1: List of experiments to be compared to detect the influence of var­
ious rapid mixing conditions on the clay suspension using alum 
as a coagulant 

Variable Comparison 
Temperature AA-AE 

AB-AH 
AC-AI 
AD-AK 

Intensity AA-AB 
AE-AH 
AF-AI 

Time AC-AD 
AF-AG 
AH-AJ 
AI-A.K 
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amount to companng 'AA-AB' and 'AC-AD'. In fact, these combinations have 

already been identified in Table 5.1 and conclusions will be drawn based on just 

that. 

As we can see, we have identified a total of 13 possible combinations for com­

parison. \Ve shall now discuss these comparisons in the context of detecting the 

influence of variables identified in Table 5.1. 

5.1.1.1. Alum: Temperature Effects Shown in Figures 5.2, 5.3, 5.4, 

and 5.5 are comparisons of experiments to detect the influence of temperature on 

the rapid mixing/flocculation process. In these figures, the parameter with which 

the rapid mixing/flocculation process is being gauged is the total particle count/ml 

at any given time. All these totals have been normalized with respect to the total 

count/ml in the homogenized sample. The rationale behind this is that during water 

treatment, the processes of rapid mixing and flocculation alter the characteristics of 

the colloids present in the raw water. Therefore, it is logical to compare all changes 

in the colloid characteristics-due to the rapid mixing/flocculation processes-with 

the characteristics of the colloids, as identified in the raw water. This is the reason 

why, in all these experiments, the total counts have all been normalized with the 

counts measured in the homogenized sample. This 'Total count fraction' (Le., (total 

count/ml at time t)/{total count/ml in the homogenized sample)) is plotted as a 

function of time. The time at which flocculation was started is taken as time zero. 

In other words, t = 0 at the end of the rapid mixing process. This means that 

the rapid mixing period will be plotted as 'negative time' in these graphs. Another 

thing to note is that while some experiments were conducted with many replicates, 
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Figure 5.2: Comparison of experiments' AC' and' AI' to identify the influence 
of temperature on rapid mixing/flocculation. 0 represents 20°C 
while + represents 5°C. Other conditions-mixing: 250 rpm for 
1 min., flocculation at 30 rpm 
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Figure 5.3: Comparison of experiments 'AD' and 'AK' to identify the influ­
ence of temperature on rapid mixing/flocculation. 0 represents 
20°C while + represents 5°C. Other conditions-mixing: 250 rpm 
for 5 min., flocculation at 30 rpm 
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Figure 5.4: Comparison of experiments 'AB' and 'AH' to identify the influ­
ence of temperature on rapid mixing/flocculation. 0 represents 
20°C while + represents 5°C. Other conditions-mixing: 250 rpm 
for 1 min., flocculation at 60 rpm 
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Figure 5.5: Comparison of experiments 'A.A' and 'AE' to identify the influ­
ence of temperature on rapid mixing/flocculation. 0 represents 
20°C while + represents 5°C. Other conditions-mixing: 500 rpm 
for 1 min., flocculation at 60 rpm 
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others were conducted just once. In order to make comparisons easy, total count 

fractions for replicate experiments (if any) at a given set of experimental conditions 

are averaged for each of the sampling periods and then plotted in figures of the type 

being discussed here. The original data are presented in the appendix, where each 

set of experimental conditions and the associated results are identified. 

Before we go any further, let us ponder over what's happening in the system. 

If we look back at the section relating to flocculation (Section 3.9.), we can recollect 

that flocculation is a diffusion-limited growth process in which destabilized particles 

come together to form bigger particles. Therefore, as a function of time, the total 

number of particles should decrease. Here, we must caution ourselves of the pitfalls 

of Smoluchowski's assumptions: he had assumed a growth-only type of behavior 

while real floes in a turbulent fluid field undergo growth and breakup. Therefore, 

a reduction in the total number of particles at a given time, as compared to the 

homogenized clay suspension (i.e., the suspension, prior to being rapid-mixed and 

flocculated), would be an indicator of the net reduction in the numbers of particles 

due to growth and breakup. 

Coming back to the figures at hand, a smaller total count fraction for a given 

duration of flocculation would mean that most particles have flocculated and that a 

net reduction in the total particle count, and therefore, a net growth of particle sizes 

has occurred. On the other hand, a larger total count fraction would indicate that 

not much net aggregation has taken place. Therefore, when watching these graphs, 

the thing to keep in mind is this: a high total count fraction means poor particle 

aggregation while a low total count fraction means good particle aggregation. 

Now let us go back to Figures 5.2, 5.3, 5.4 and 5.5. In all these cases, we see 
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that at any given time during the flocculation period, the total count fraction is 

smaller for experiments conducted at 20°C than at 50 C. vVe can, therefore, say that 

a reduction in temperature has a markedly deleterious effect on the flocculation of 

dilute clay suspension. In almost all experiments, we see some unruly behavior 

in terms of the particle counts measured in samples corresponding to the first few 

minutes of flocculation. The source of this erratic behavior is not easily identified. 

However, if one looks at the general reduction in the total count fraction as a 

function of time, one can see that the slope of the plot gradually becomes less and 

less steep, indicating that the reduction in the number of particles in the system 

greatly slows down the rate of flocculation. Also, we see that at later points in time 

during the flocculation process, not only is the total count fraction much smaller 

in experiments at 20°C, the same is true of the rate of particle growth. In other 

words, the slope of the total count fraction versus time relation becomes flatter 

much earlier than in the experiments at 50 C. 

In the context of· rapid mixing, the thing to note is the total count fraction 

corresponding to t = 0, i.e., at the end of the rapid mixing period. Figures 5.2, 

and 5.4 show very slight changes in the total count fraction, as compared to the 

homogenized sample (for which the total count fraction = 1.0). Figure 5.5 shows 

that a large increa3e in the total count fraction at t = 0 for the 5° C sample. 

This increase is an artifact of the particle counting instrument being used in this 

study. It was noticed that while the Automatic Image Analysis system (AlA) 

equipment was able to see the smallest of the particles in the clay suspension (in 

that it would display their image on the high resolution graphics monitor), they 

were much smaller than the resolution limit of the system. In other words, even 
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though they were big enough to be displayed on the graphics monitor, they were 

smaller than the 'detection limit' of the instrument. However, at the end of the 

rapid mixing period, these particles grew into a size range which was larger than 

the 'detection limit' of the instrument, permitting their detection and counting by 

the AlA system. Thus, this caused an increase in the total count fraction at t = O. 

Disregarding this increase in total count fraction and looking at the general trend 

with time, it appears that the high speed rapid mixing (i.e., at 500 rpm) for a 

duration of 1 min. at low temperature is not beneficial to flocculation. 

Now let us consider Figure 5.3. ·What do we see at t = 0 ? We note that for 

both, 5°C as well as 20°C, there is a distinct reduction in the total count fraction. 

This reduction is of the order of 40 % at the higher temperature and 10 % at the 

lower temperature! This reduction would lead us to conclude that during the period 

of rapid mixing, too, the particles undergo flocculation. This flocculation (during 

the rapid mixing period) occurs at a much faster rate at higher temperatures than 

at lower temperatures. 

To sum up, briefly, we can say that a reduction in temperature reduces the 

'flocculation' rate during the rapid mixing period (for extended mixing periods) as 

well as the general rate of flocculation-carried out at 30 or 60 rpm. 

5.1.1.2. Alum: Rapid Mixing Intensity Shown in Figures 5.6, 5.7 and 

5.8 are comparisons of experiments to detect the influence of rapid mixing intensity 

on flocculation. Again, as we saw earlier, all plots involve plotting the total count 

fraction as a function of time. 

First consider Figure 5.6. If we jump back to Figure 5.1, we see that this par-
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Figure 5.6: Comparison of experiments 'AA' and 'AB' to identify the in­
fluence of rapid mixing intensity on flocculation. 0 represents 
mixing at 500 rpm while + represents mixing at 250 rpm. Other 
conditions-rapid mixing: 1 min., temperature: 20°C, floccula­
tion at 60 rpm 
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Figure 5.7: Comparison of experiments 'AE' and 'AH' to identify the in­
fluence of rapid mixing intensity on flocculation. 0 represents 
mixing at 500 rpm while + represents mixing at 250 rpm. Other 
conditions-rapid mixing: 1 min., temperature: 5°C, flocculation 
at 60 rpm 
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Figure 5.8: Comparison of experiments 'AF' and 'AI' to identify the influ­
ence of rapid mixing intensity on flocculation. 0 represents mix­
ing at 500 rpm while + represents mixing at 250 rpm. Other 
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ticular set of experiments was conducted at 20°C with high intensity flocculation. 

Coming back to Figure 5.6, we see th~! __ ~~~i!!:erep..L~tag~~_gf Hoc~JlJ~JioIl' tlle_ s_ll~­

~~pidJnix.ed_atJ1QO rpm seems-.1operform somewhat more_poorly thaQ.that_ 

mhced~Q..r.pm~Why? The reasons for this are discussed below. 

Figure 5.7 involves experiments conducted at 5°C with high flocculation in-

tensity (see Figure 5.1 for reference). We can see that for all time periods between 

t = 0 and t = 30, the flocculation of the suspension rapid mixed at 500 rpm is 

poorer than that of the suspension rapid mixed at 250 rpm. Based on this, could 

one conclude that, (based on the concept that flocculation can be thought of as an 

'amplifier' of the state of destabilization of the colloids, as mentioned in Chapter 

4.), rapid mixing at 500 rpm produces inferior flocculation because of poorer desta­

bilization? Not really. Based on our studies in Chapter 3., we ag~ee _!h~t if the sole 

purpose of rapid mixing is to distribute coagul_ant~_q!li~lcly and uniformly through-
~-----~~------- ---- .. _- .. _-- . _. -"._. -

Qut the reactor..! then the results of more intense rapid mixing should be superior 

to those obtained from the less intense rapid mixing. The validity of this idea-

in the adsorption destabilization zone of alum coagulation-was demonstrated by 

Amirtharajah and ~lills [3J. However, we can see in Figure 5.3 that rapid mixing 

not only mixed the coagulant uniformly throughout the reactor, it also flocculated 

the destabilized colloids, causing a reduction in the total count fraction by the end 

of the rapid mixing period! 

In this context, it appears that the reason why rapid mixing of the suspension 

at 500 rpm appears to be inferior to that at 250 rpm (Figure 5.7) is because the 

intense turbulence at the higher speed not only increases the rapidity with which 

the coagulants are distributed throughout the reactor; it also increases the colli-
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sion opportunities between particles-and therefore the growth opportunities. This 

increased speed, though, has a rather severe side effect: an increase in turbulence 

intensity also increases the shearing stress in the fluid. This increased shearing 

stress causes the flocculated particles to break up. It is generally accepted that 

floes which break up into smaller particles do not re-flocculate as well as particles 

which are not broken up-even though they may have similar sizes. This may be 

the reason why the suspension which had been rapid mixed at the higher mixing 

intensity flocculated poorly as compared to the suspension rapid mixed at a lower 

mixing intensity. 

In the same figure (Figure 5.7), after 45 minutes of flocculation, the total count 

fraction is almost the same for both rapid mixing conditions! vVhy? This may be 

so because at those periods, the actual particle concentration in the suspension 

is low, with a much greater predominance of large particles than at time periods 

prior to that. These large particles act like large brooms, sweeping the suspension 

and in the process, catching any small particles which might be encountered. This 

process very quickly reduces the number of small, unattached particles in the system, 

leaving only larger particles to interact with each other. Given the low particle 

concentrations, the particle growth process becomes severely collision limited (see 

Section 3.9.). Moreover, the size of these large particles makes them prime targets 

for break-up due to localized spots of high shear (e.g., around the impeller zone). 

This combination of factors may be the reason why we have the overall effect of the 

type shown in the 45 min. samples in Figure 5.7. In fact, merely out of interest, if 

the flocculation period in these experiments were to be extended to, say, 2 hours, 

all the suspensions would most probably look alike. 
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Let us now consider Figure 5.8. If we check with Figure 5.1, we see that the 

experimental conditions are such that flocculation is conducted at low intensity 

(30 rpm) and the temperature of the experiments is 5°C. 'We have already seen the 

deleterious effects of temperature on flocculation. It seems, in this figure (Figure 

5.8), that the influence of temperature on the flocculation kinetics may have the 

dominant effect, causing both suspensions-one rapid mixed at 500 rpm and the 

other at 250 rpm-to behave poorly. 'Whether the sample rapid mixed at 500 rpm 

is significantly different from that mixed at 250 rpm is arguable. But it does seem 

to indicate that the former is generally worse than the latter in terms of the total 

count fraction at various time intervals of flocculation. 

One thing to note is that this is precisely the same set of experiments as 

identified in Figure 5.7 except that this set (Figure 5.8) was conducted at the lower 

flocculation intensity than the one in Figure 5.7. A glance at these two figures 

reminds us of the great importance of the flocculation intensity in accelerating 

flocculation kinetics. 

In summing up, all three figures (5.6, 5.7 and 5.8) show that intense rapid 

mixing at 500 rpm produced poorer results than that at 250 rpm. However, while 

the differences in flocculation due to rapid mixing in Figures 5.6 and 5.8 were not as 

pronounced as in Figure 5.7, it would not be exaggeration to conel ude t hat intense 

rapid mixing at 500 rpm for 1 minute is inferior to rapid mixing at 250 rpm for the 

same duration, when using alum as a coagulant. 

5.1.1.3. Alum: Time Effects \Ve now come to the most interesting part 

of the investigations. Consider Figures 5.9, 5.10, 5.1l and 5.12, where we desire to 
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Figure 5.9: Comparison of experiments' AC' and' AD' to identify the influ­
ence of duration of rapid mixing on a suspension. C represents 
a 1 min. mixing time while + represents a 5 min. mixing time. 
Other conditions-mixing: 250 rpm, temperature: 20°C, floccu­
lation at 30 rpm 
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Figure 5.10: Comparison of experiments' AH' and' AJ' to identify the influ­
ence of duration of rapid mixing on a suspension. 0 represents 
a 1 min. mixing time while + represents a 5 min. mixing time. 
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detect the influence of the duration of rapid mixing on a colloidal suspension. In 

all these figures, we plot the total count fraction versus time. 

First we choose Figure 5.9. Comparing this with the reference Figure 5.1, we see 

that the conditions of these experiments involve suspensions at 20°C rapid mixed 

at 250 rpm and flocculated at 30 rpm. At time t = 0, we see an enormous-almost 

40%-reduction in the number of particles (as compared with the homogenized 

sample) in the suspension rapid mixed for 5 min. while in the suspension rapid 

mixed for 1 min., this reduction is less than 5%! 

This extended rapid mixing period results in an extremely high slope in the 

total count fraction versus time relation-implying that the turbulence intensity in 

the reactor, at 250 rpm of mixing, is high enough to mix the coagulant uniformly 

as well as permit the particles to have more collisions per unit time (see Section 

3.9.) but it does not have such high shearing stresses that would cause any growing 

particles to break-up or disintegrate under the influence of this shear. At this mixing 

intensity, it appears that there is a net reduction in total particle counts, meaning 

that the growth processes must predominate over the break-up processes. The same 

trend is visible in Figures 5.10 and 5.11. 

In these two cases (Figures 5.10 and 5.11), the erratic behavior in the samples 

corresponding to 1 and 3 minutes of flocculation is difficult to explain. Despite this 

characteristic, in the general context of experiments involving extended periods of 

rapid mixing, it can be said, without any doubts, that the extended rapid mixing 

period at 250 rpm not only disperses the coagulant well, permitting the destabi­

lization of all colloids, it also fiocculate3 the destabilized colloidal suspension in a 

much better fashion than results during "flocculation" at 30 or 60 rpm during the 
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first few minutes of the "flocculation period". This is obvious by the much steeper 

slope of the total count fraction versus time plot, particularly evident in Figure 5.9. 

vVhat happens if the rapid mixing is carried out at 500 rpm? vVe turn to 

Figure 5.12. We see that at t = 0, there has been an increa.'Je in the total number of 

particles counted. This, as explained on page 227, is an artifact of the image analysis 

equipment being used to count the particles. While in the initial few minutes of 

the flocculation period, we do not see any distinct superiority of the extended rapid 

mixing period; we do notice an improvement in the reduction of the total count 

fraction for the suspension rapid mixed for an extended period, when we consider 

the later time periods of flocculation. 

Based on these figures, we can conclude that rapid mixing not only serves to 

mix the coagulant uniformly throughout the reactor, at the appropriate intensity, 

it also flocculates these destabilized colloids, accelerating the overall flocculation 

process considerably. 

5.1.1.4. Alum: Best Mixing Conditions vVe have, thus far, made paired 

comparisons listed in Table 5.1 to identify the effects of individual variables, like 

temperature, on a suspension undergoing rapid mixing. A treatment plant de­

signer/operator has little control over the temperature of the influent water. How­

ever, she can definitely exercise some control over the other mixing variables­

intensity of mixing and its duration. In order to choose the proper combination, we 

must compare all rapid mixing conditions. This is done in the following paragraphs. 

Consider Figure 5.13. If we refer back to Figure 5.1, we see that all these 

experiments involved a temperature of 5°C and a low flocculation intensity. In this 
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Figure 5.13: Comparison of experiments 'AF', 'AG', 'AI' and 'AK' to iden­
tify the best rapid mixing intensity-duration combination. 0 

represents mixing at 500 rpm for 1 minute, + 500 rpm for 3 min­
utes, 0 250 rpm for 1 minute, 6. 250 rpm for 5 minutes. Other 
conditions-temperature: 5°C, flocculation at 30 rpm 



242 

lAO 

1.30 

,-. 1.20 
CI 
0 1.10 e 
0 
.a 1.00 
I 
~ 

0 0.90 E-o 

J 
I 0.80 
~ 
0 

E-o 0.70 'oJ . 
v 
1\1 0.60 

" .... 
~ 0.50 
~ , 
0 
v 0040 

... 
1\1 0.30 
~ 
0 

E-o 0.20 

0.10 

0.00 

-10.0 10.0 30.0 '50.0 

TIME (min.) 

Figure 5.14: Comparison of experiments 'AE', 'AH' and 'AJ' to identify the 
best rapid mixing intensity-duration combination. + represents 
mixing at 500 rpm for 1 minute, 0 mixing at 250 rpm for 1 minute 
and 0 250 rpm for 5 minutes. Other conditions-temperature: 
5°C, flocculation at 60 rpm 



243 

comparison, we can see that the best performance is exhibited by the suspension 

which has been mixed for an extended period of 5 minutes at 250 rpm. The other 

combinations produce results which are decidedly inferior to those produced by 

experiments at this set of mixing conditions. 

Similarly, Figure 5.14 compares experiments conducted at a temperature of 

5°C and a high flocculation intensity (see Figure 5.1 for reference). We see, again, 

that rapid mixing at 250 rpm for 5 minutes produces the best overall result. 

Reasons for the superiority of 250 rpm mixing over 500 rpm mixing, as well 

as the superiority of extended rapid mixing over mixing occurring over a shorter 

duration have already been discussed and will not be repeated here. 

In conclusion, we can say that low intensity rapid mixing for an extended 

period of time produces better results than mixing at any other combination of 

rapid mixing conditions when using alum as a coagulant. 

5.1.2. Rapid mixing with Magnifloc 573C polymer 

Experiments involving .Magnifloc 573C polymeric coagulant have been sum­

marized in Figure 5.15. Again, the location of this figure in this thesis should be 

marked because repeated references will be made to it later in this sub-section. \Ve 

see that the experiments here are designed such that the low intensity rapid mixing 

(at 250 rpm) was carried out for 1 minute while the high intensity rapid mixing 

(500 rpm) was carried out for 2.25 minutes. This, obviously, is not a balanced 

experimental plan. In fact, originally, it was not planned to conduct experiments 

involving variation of the rapid mixing conditions using polymers as coagulants. 

However, an exploratory experimental run yielded some surprising results, prompt-
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Figure 5.15: Experimental plan involving Magnifloc 573C polymer. 'Hi' and 
'Lo' flocculation intensities correspond to 60 and 30 rpm respec­
tively. Samples in all of these experiments were collected and 
analyzed in the deep sample cells 
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Table 5.2: List of experiments to be compared to detect the influence of var­
ious rapid mixing conditions on the clay suspension using ),lag­
nifloc 573C 

Variable Comparison 
Temperature PA-PD 

PB-PE 
PC-PF 

Mixing Conditions PA-PB 
PD-PE 

ing the set of experiments shown in this figure. 

Before we go any further, we should do exactly what we did in the case of 

polymers: identify the possible comparisons to be made among these experiments 

in order to detect the influence of various experimental conditions. This is done in 

Table 5.2. 

This amounts to a total of 5 comparisons. vVe shall discuss each of the variables 

separately. 

5.1.2.1. Polymer: Temperature Effects Figures 5.16, 5.17 and 5.18 

identify the influence of temperature on rapid mixing/flocculation of the clay sus-

pension using a polymer. The parameter being used to gauge the performance of 

the experiment is the total count fraction and its variation as a function of time. 

In Figure 5.16 we see that the suspension at 20°C seems to show, as a function 

of time, a better reduction in the total count fraction than the suspension at SoC. 

If we look back at Figure 5.15, we see that the experiments involved a rapid mixing 



"'" 
bI 
0 

e 
0 
.t:: 

I 
+I 
0 
foo 

~ 
I 

+I 
0 

foo 
'-' 

v 
d 

'" .... 
+I 
I: , 
0 
v ... 
d 
+I 
0 

foo 

246 

1.40 

1.30 

1.20 

1.10 

1.00 

0.90 

0.80 

0.70 

0.60 

0.50 

0.40 

0.30 

0.20 

0.10 

0.00 

-10.0 10.0 30.0 50.0 

TIME (min.) 

Figure 5.16: Comparison of experiments 'PC' and 'PF' to identify the influ­
ence of temperature on rapid mixing/flocculation. 0 represents 
20°C while + represents 5°C. Other conditions-mixing: 250 rpm 
for 1 min., flocculation at 30 rpm 



247 

lAO 

1.30 

,... 1.20 
~ 
0 1.10 E 
0 
J: 1.00 
I 

.,J 

0 0.90 E-o 

J 
I 0.80 .,J 

0 
E-o 0.70 ..... . 
u 
~ 0.60 
H cw 
.,J 0.50 
~ 
::l 
0 0040 
u 
... 
~ 0.30 

.,J 

0 
E-o 0.20 

0.10 

0.00 

-10.0 10.0 30.0 50.0 

TIME {min.} 

Figure 5.17: Comparison of experiments 'PB' and 'PE' to identify the influ­
ence of temperature on rapid mixing/flocculation. 0 represents 
20°C while + represents 5°C. Other conditions-mixing: 250 rpm 
for 1 min., flocculation at 60 rpm 
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Figure 5.18: Comparison of experiments 'PA' and 'PD' to identify the influ­
ence of temperature on rapid mixing/flocculation. 0 represents 
20°C while + represents 5°C. Other conditions-mixing: 500 rpm 
for 2.25 min., flocculation at 60 rpm 
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intensity of 250 rpm for a duration of 1 minute, with flocculation occurring at 

30 rpm. 

Comparing Figure 5.16 with Figure 5.17 (same conditions. of rapid mixing in 

both sets-different flocculation intensities, as seen in Figure 5.15), we see that even 

though the use of a higher flocculation intensity improves the process performance 

at both temperatures-in terms of reduction in the total count fraction-the overall 

performance at 200 C is superior to that at 50 C. 

If we look at the total count fraction corresponding to t = 0 in both the figures 

(5.16 and 5.17), we see that at SaC, there is a miniscule reduction in the total count 

fraction while at 20oC, the reduction is nearly 25%! This is very similar to what we 

saw in experiments involving alum-proving, once again, that we do see flocculation 

occurring during the period of rapid mixing. 

In Figure 5.18, we see the results of experiments conducted at the high rapid 

mixing intensity (500 rpm) for an extended period of 2.25 minutes (see Figure 5.15). 

Note that at 200 C as well as 50 C, we have a substantial reduction in the total count 

fraction at t = O. At 20oC, this reduction is almost 40% while at 5°C, it is about 

25%, reinforcing the idea that rapid mixing serves a dual purpose-that of mixing 

the coagulant to destabilize the colloids, as well as flocculating the destabilized 

colloids. 

Note that at these rapid mixing and flocculation conditions, the difference in 

performance between 200 C and 50 C is not as much as in other conditions. \Ve 

could, therefore, conclude that we can considerably reduce the deleterious effects 

of temperature on colloid flocculation-an influence obvious in Figures 5.16 and 

5.17-by using a polymeric coagulant rapid mixed at higher mixing intensities for 
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an extended period of mixing. 

In conclusion, one can say that temperature has a deleterious effect on the 

rapid mixing/flocculation of colloids using a polymeric coagulant. But, this detri­

mental effect can be somewhat lessened by rapid mixing at a higher intensity for 

an extended period. 

5.1.2.2. Polymer: Rapid Mixing Condition Effects Figures 5.19 and 

5.20 are for identifying the influence of rapid mixing conditions on flocculation of 

the clay suspensions (check Figure 5.15). In both of these figures, we can see that 

rapid mixing at 500 rpm for 2.25 min. result~ in a decidedly superior performance 

than rapid mixing at 250 rpm for 1 minute. 

In the absence of experiments involving rapid mixing at (1) 250 rpm for 3-

5 minutes and (2) 500 rpm for 1 minute, it is difficult to say with confidence­

based solely on these figures-whether the improvement in flocculation is because 

of the higher intensity of rapid mixing, or the added time for which this mixing was 

done, or both! I think it was primarily due to the higher intensity of turbulence 

associated with 500 rpm of mixing, with some added assistance from the longer 

duration of mixing. The reason for this is based partly on visual observations made 

on the contents of the reactor when they were being flocculated using polymers. 

During the flocculation experiments involving rapid mixing at the lower mixing 

intensity, one could see many tight little lumps of clay in the suspension. These 

'lumps' persisted throughout the flocculation period. However, at higher rapid 

mixing intensities, these 'lumps' never appeared! It is thought that these lumps were 

formed by little globules of poorly dispersed polymers onto which clay particles had 
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Figure 5.19: Comparison of experiments 'PD' and 'PE' to identify the influ­
ence of rapid mixing conditions on a clay suspension. 0 repre­
sents mixing at 500 rpm for 2.25 min. while + represents mixing 
at 250 rpm for 1 min. Other conditions-temperature: .j°C, floc­
culation at 60 rpm 
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adhered. Intense rapid mixing was not only able to shear such polymer lumps into 

dispersed polymers, it also was able to reduce the scale of segregation (see Section 

3.7.) much more rapidly to much smaller levels than mixing at 250 rpm, producing 

a much superior distribution of polymeric coagulants in the suspension. \Ve must 

remember that the molecular weights of such polymeric species are extremely large 

and thus, their diffusion coefficients, would be extremely small. This implies that 

we would need to assist the polymers by using intense turbulence to disperse them 

to as fine a scale as possible so that we do not have to depend as much on their 

ability to diffuse and therefore form a uniform solution at the molecular level. These 

well dispersed polymer molecules are not only able to destabilize the colloids in an 

improved fashion, the higher turbulent intensity provides superior transport of these 

destabilized colloids, causing them to flocculate even during the rapid mixing period. 

The question to ask would be why these floes do not break up in the same 

manner as the alum flocs do, when subject to such intense mixing conditions? This 

is because the polymers form much stronger flocs than hydrolyzed metal coagulants. 

It must be added that these explanations concerning the superior behavior of 

polymer rapid mixed at 500 rpm are conjectures which need to be verified with 

further experiments. 

5.1.3. Comparing rapid mixing of alum and Magnifloc 573C polymer 

Having seen the impact of rapid mixing conditions on both, alum and Magni­

floc 573C polymer, we now compare the response of these two coagulants. Shown 

in Figure 5.21 are the conditions at which the various experiments were conducted. 

It is actually a combination of Figures 5.1 and 5.15 to make comparisons easy. The 
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Figure 5.21: Experimental plan involving alum and Magnifloc 573C polymer. 
'Hi' and 'Lo' flocculation intensities correspond to 60 and 30 rpm 
respectively. Samples in all of these experiments were collected 
and analyzed in the deep sample cells 
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Table 5.3: List of experiments to compare the response of alum and Mag­
nifloc 573C under different rapid mixing conditions 

Comparison 
AI-PF 
AH-PE 
AC-PC 
AB-PB 
AG-PD 

comparisons being made are listed in Table 5.3. 

Figures 5.22, 5.23, 5.24, 5.25 and 5.26 show results of experiments conducted 

under similar rapid mixing conditions. Out objective here is to compare the manner 

in which the two coagulants are influenced by the rapid mixing conditions and the 

subsequent flocculation. 

Figures 5.22 and 5.23 were conducted under the same set of rapid mixing con­

ditions (250 rpm for 1 min., at 5°C-see Figure 5.21) the only difference being the 

flocculation intensity. \Ve see that in Figure 5.22, corresponding to the low floccu­

lation intensity, the initial stages of flocculation show alum as being inferior to the 

polymer, in terms of the total count fraction. However, as time is allowed to elapse, 

alum quickly surpasses the performance of the polymer and this superiority is main­

tained thereafter. In case of the experiment involving a higher flocculation intensity 

(Figure 5.23), exactly the same behavior is displayed except that the 'overtaking' 

by alum occurs at a much earlier stage. 

In neither case do we see a remarkable change in the total count fraction at 

t - 0, meaning that, perhaps, not much flocculation of the clay particles occurs 
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Figure 5.22: Comparing alum (experiment' AI') and Magnifloc 573C (experi­
ment 'PF'). 0 represents alum and + represents Magnifloc 573C. 
Experimental conditions-mixing: 250 rpm for 1 min., tempera­
ture: 5°C, flocculation at 30 rpm 
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Figure 5.24: Comparing alum (experiment 'AC') and Magnifloc 573C (experi­
ment 'PC'). 0 represents alum and + represents Magnifloc Si3C. 
Experimental conditions-mixing: 250 rpm for 1 min., tempera­
ture: 20°C, flocculation at 30 rpm 
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Figure 5.25; Comparing alum (experiment 'AB') and Magnifioc 573C (experi­
ment 'PH'). 0 represents alum and + represents Magnifioc 573C. 
Experimental conditions-mixing; 250 rpm for 1 min., tempera­
ture; 20°C, flocculation at 60 rpm 
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during the rapid mixing period under the conditions of these experiments. 

If, however, we go to Figures 5.24 and 5.25, all of which were conducted under 

the same set of rapid mixing conditions (250 rpm for 1 min., at 20°C-see Figure 

5.21) with 30 and 60 rpm of flocculation, respectively; we see that by t = 0, there 

is a marked reduction-200/0-300/0-in the total count fraction for Magnifloc 573C. 

However, the alum samples show no such drastic changes. Surprisingly, this 'lead' 

which the polymers have over alum (in terms of reduction of the total count fraction) 

is quickly lost, as is evident in both these figures. 

\Vhy does this happen? As was apparent in these experiments, samples coagu­

lated using Magnifloc 573C always seemed to have-even after 30 or 45 minutes of 

flocculation-a large number of small, unflocculated particles coexisting with much 

larger floc. This, hmvever, was not true for samples coagulated using alum. This 

difference seems to be due to the fact that the destabilizing species formed when 

alum is hydrolyzed are much smaller in size than the polymer molecules. Their 

smaller size, and the correspondingly higher numbers and high diffusivities, would 

make alum much more efficient in rapidly destabilizing all clay particles, once tur­

bulence has helped the process of diffusion by dispersing alum quickly throughout 

the reactor. This is not completely true of the polymeric coagulant Magnifloc 573C. 

As long as turbulent flow exists in the reactor, the polymers will be well dispersed 

throughout the reactor. However, given their comparatively smaller molecular dif­

fusivities, it seems that the adsorption of the polymers onto clay particles occurs 

predominantly through the relative movement between the clay particles and the 

polymer molecules, as induced by turbulent flow. One can think of this process 

as occurring through colli.sion.s between polymer molecule.s and clay particle.s. Since 
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larger clay particles, because of their ability to sweep through larger regions of the 

fluid (larger particles present a larger frontal area-i.e., area of sweep-than smaller 

particles), the larger clay particles would gather most of the polymers and, there­

fore, be better 'destabilized' than smaller clay particles. Therefore, some small clay 

particles are not as well destabilized and remain in suspension even at the end of 

the flocculation period. 

In the case of alum, all particles have been destabilized more or less uniformly 

and so, collisions between all these destabilized particles should result in floccula­

tion. As this flocculation continues for much longer durations of time, the larger 

floes sweep through the suspension, gathering the smaller destabilized particles and 

growing. This would result in the formation of still larger floes and a corresponding 

reduction in the total count fraction. In the case of Magnifloc 573C, the clay parti­

cles which have been destabilized by the polymers also interact with each other and 

form larger particles or floes. However, when these larger floes 'sweep' through the 

suspension, the smalleT clay particles they encounter are not destabilized properly 

and so, these smaller particles do not get attached to the larger floes as easily as 

it would happen in suspensions destabilized using alum. This, perhaps, is why the 

suspensions coagulated using alum show a much smaller total count fraction to­

wards the end of the flocculation period than evidenced by suspensions coagulated 

using l\Iagnifloc 573C. 

This would make us think that a suspension being coagulated usmg .\tlagni­

floc 573C, which has been rapid mixed at a much higher turbulence intensity, should 

show superior performance. \Vith this in mind, we turn to Figure 5.26. If we check 

with Figure 5.21, we notice that while all other conditions of these experiments are 
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similar, there is a slight difference in the period of their rapid mixing: 'A.G' was 

rapid mixed for 3.0 min. while 'PD' was rapid mixed for 2.25 min. If we ignore 

this little difference of 0.75 min., the two experiments can be thought of as being 

identical in all respects-except for the difference in the coagulants being used to 

coagulate the suspensions. \Ve see that, surprisingly enough, the polymer performs 

better than alum! \Ve see a marked reduction in the total count fraction in the 

suspension coagulated with polymer. Is this difference at 5°C because of an im­

provement in the behavior of Magnifloc 573C or a worsening of the performance of 

alum? We check Figures 5.18 and 5.19 and conclude that it is not an improvement in 

the behavior of the polymer that has caused this immense difference in the response 

visible in Figure 5.26. In fact, the performance of the polymer at 5°C is inferior to 

its performance at 20°! It is a worsening of alum's performance at 500 rpm and 5°C 

that is responsible for the difference. The reasons for the deterioration of alum's 

behavior have already been identified earlier in the chapter and will not be repeated 

here. 

In conclusion, we can say that at low rapid mixing intensities, alum performs 

much better than polymers at both, warm and cold water temperatures. However, in 

situations involving low water temperatures, the use of high rapid mixing intensities 

results in a decline in the performance of alum but an improvement in the behavior 

of Magnifloc 573C. 

5.1.4. Changes in particle size distribution with rapid mixing 

We have, thus far, discussed the influence of various rapid mixing conditions 

on the flocculation of clay suspensions by gaging, for each experiment, the variation 



264 

in the total count fraction as a function of time while the suspension is undergoing 

flocculation. In these experiments, we concluded that rapid mixing, in fact, begins 

to flocculate the destabilized colloids. 

If such a phenomenon is actually occurring, we should also be able to detect 

remarkable changes in the particle size distribution of these suspensions during the 

rapid mixing process. This subsection presents evidence to this effect. 

Figure 5.27 shows the experiments conducted in which samples were collected 

specifically for the identification of changes in the particle size distribution due to 

rapid mixing. This is the same set of experiments as identified in Figure 5.1 except 

that flocculation of the suspension does not enter the picture at all. In addition 

to that difference, we have two other differences: (1) In all the experiments, the 

samples were collected and analyzed in the shallow sampling cells so as to avoid 

the problems of the type mentioned on page 227 (where particles which were not 

counted in the homogenized samples grew into the range of detection of the image 

analysis system, after being rapid mixed), and also to make easier the detection 

of any differences in the particle size distribution following rapid mixing. (2) One 

experiment was conducted at 5°C in which rapid mixing was carried out at 340 rpm 

(with the attempt at keeping the Kolmogorov microscale the same as in experiments 

conducted at 20°C with mixing at 250 rpm) for a duration of 1 minute. 

As usual, each experimental condition has been labelled for easy identification. 

And, the various comparisons to be made in order to distinguish the influence of 

different rapid mixing conditions on the particle size distribution of the clay suspen­

sion during the rapid mixing, have been identified in Table 5.4. Unfortunately, in 

the experiments involving polymers, such samples were never collected and so, all 
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Figure 5.27: Experimental plan for detection of changes in the particle size 
distribution of clay suspensions during rapid mixing with alum. 
Samples were collected and analyzed in the shallow sampling cells 
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Table 5.4: List of experiments to be compared to identify the influence of 
various rapid mixing conditions on the particle size distribution 
of the clay suspensions using alum 

Variable Comparison 
Temperature RA-RD 

RB-RG 
RC-RH 

Intensity RA-RB 
RD-RF-RG 

Time RB-RC 
RD-RE 
RG-RH 

the comparisons shown here will be based solely on the use of alum as a coagulant. 

5.1.4.1. Temperature Effects Based on our experiments identified in 

Figures 5.2, 5.4 and 5.5, we know that rapid mixing has little impact on the total 

count fraction and therefore, there must not be a marked difference in the particle 

size distribution between the homogenized and rapid mixing clay suspensions. This 

is borne out by Figures 5.28 and 5.29. In these figures, the percentage of total 

particle count/ml is plotted as a function of the geometric mean diameter (/Lm) of 

a circular disk equal in area to the projected area of the particles-which is what 

the AlA system detected. In Figure 5.28, if we look closely at the data points cor­

responding to 2.94 and 4.35 /Lm, we can see a larger change at 20°C than at 5°C. 

However, it is doubtful if these differences could be considered significant. A similar 

trend is apparent in Figure 5.29. 
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Figure 5.28: Influence of temperature on changes in particle size distribution 
due to rapid mixing. Experiments compared are 'RA' and 'RD'. 
o homogenized samples at 20°C, + rapid mixed sample at 20°C, 
o homogenized sample at 5°C, 6. rapid mixed sample at 5°C. 
Rapid mixing conducted at 500 rpm for 1 minute 
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Figure 5.29: Influence of temperature on changes in particle size distribution 
due to rapid mixing. Experiments compared are 'RB' and 'RG'. 
o homogenized samples at 20°C, + rapid mixed sample at 20°C, 
o homogenized sample at 5°C, 6. rapid mixed sample at 5°C. 
Rapid mixing conducted at 250 rpm for 1 minute 
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Figure 5.30: Influence of temperature on changes in particle size distribution 
due to rapid mixing. Experiment 'Re' with rapid mixing at 
250 rpm for 5 min. at 20°C. 0 homogenized, + 1 min., 03 min., 
and 6. 5 minutes of rapid mixing 
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Figure 5.31: Influence of temperature on changes in particle size distribution 
due to rapid mixing. Experiment 'RB' with rapid mixing at 
250 rpm for 5 min. at 5°C. 0 homogenized, + 1 min., 0 3 min., 
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If we now turn to Figures 5.30 and 5.31 with extended rapid mixing-the former 

corresponds to 20°C and the latter to 5°C-we see a marked change in the particle 

size distribution as a function of time. Not only that, we can see that the changes are 

much more pronounced at 20°C than at 5°C. This is identical to our observations 

in Figure 5.3, at t = O. 

\Ve can conclude, therefore, that rapid mixing, indeed, does flocculate particles 

and that a reduction in temperature causes a decline in the growth of particles. 

5.1.4.2. Intensity Effects Figures 5.32 and 5.33 show results of experi­

ments designed to detect the influence of rapid mixing intensity on the particle size 

distribution. 

Figure 5.32 is the plot of the particle size distribution corresponding to t = 0 

of Figure 5.6, where we saw no marked changes in the total count fraction. Here, 

in Figure 5.32, we see precisely that-no marked changes in the particle size distri­

butions. However, we can definitely note that the sample mixed at 250 rpm has a 

greater amount of the large sized particles than the one rapid mixed at 500 rpm. 

\Vhether these differences are significant is, however, is open to question. 

Figure 5.33 compares rapid mixing at 3 different intensities at 5° C ( ... and it 

looks like a total mess!). \Ve have already seen that alum does not perform well at 

5°C. This figure does not show much-except the point that at 5°C, all of the 3 

mixing conditions produce equally bad results, in terms of changes in the particle 

size distribution of the clay because of rapid mixing. 

In conclusion, one can say that while a reduction in rapid mixing intensity at 

20°C may help grow particles somewhat, at 5°C, rapid mixing seems to cause little 
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Figure 5.32: Influence of mixing intensi ty on changes in particle size distribu­
tion due to rapid mixing. Experiments compared are 'RA' and 
'RB'. 0 homogenized sample at 500 rpm, + rapid mixed sample 
at 500 rpm, 0 homogenized sample at 250 rpm, 6. rapid mixed 
sample at 250 rpm. Rapid mixing at 20°C for 1 minute 
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Figure 5.33: Influence of mixing intensity on changes in particle size distribu­
tion due to rapid mixing. Experiments compared are 'RD', 'RF', 
and 'RG'. 0 homogenized sample at 500 rpm, + rapid mixed 
sample at 500 rpm, 0 homogenized sample at 340 rpm, 6. rapid 
mixed sample at 340 rpm, x homogenized sample at 250 rpm, 
V rapid mixed sample at 250 rpm. Rapid mixing at 5°C for 
1 minute 
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or no change in the particle size distribution. 

5.1.4.3. Time Effects Figures 5.34, 5.35 and 5.36 identify the influence 

of duration of mixing on the changes in the particle size distribution of a clay 

suspension due to rapid mixing. 

vVe have already seen, in Figure 5.12, that the duration of rapid mixing has 

very little impact on the total count fraction, at t = 0, mixed 500 rpm and 5°C. This 

is also evidenced in Figure 5.34, where there seems to be no discernible difference 

between the suspension mixed for 1 min. or 3 min. 

If we now turn to Figure 5.35, which involves rapid mixing at 250 rpm at 5°C, 

we see that the use of an extended rapid mixing period makes a visible difference in 

the particle size distribution of the suspension. This same trend was seen, in terms 

of total count fraction at t = 0, in Figures 5.10 and 5.11. 

Yet another proof of the impact of duration of rapid mixing is shown in Figure 

5.36. We can see that the sample rapid mixed for 5 min. has a large shift in the 

particle size distribution at the end of the rapid mixing period as compared to the 

sample rapid mixed for just 1 min. The same trend, in terms of the total count 

fraction, was seen in Figure 5.9. 

To sum up, we can, once again, conclude that rapid rruxmg, indeed, does 

flocculate the destabilized colloids and that at lower mixing intensities, extended 

periods of rapid mixing produce a marked growth of particles-particularly at higher 

temperatures. 
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Figure 5.34: Influence of duration of mixing on changes in particle size dis­
tribution due to rapid mixing. Experiments compared are :RD' 
and 'RE'. 0 homogenized sample for 1 min. rapid mix duration, 
+ sample after 1 min. of rapid mixing, 0 homogenized sample 
for 3 min. rapid mixing duration, 6. sample after 3 min. of rapid 
mixing. Rapid mixing conduded at 500 rpm and 5°C 
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Figure 5.35: Influence of duration of mixing on changes in particle size dis­
tribution due to rapid mixing. Experiments compared are 'RG' 
and 'RH'. 0 homogenized sample for 1 min. rapid mix duration, 
+ sample after 1 min. of rapid mixing, 0 homogenized sample 
for 5 min. rapid mixing duration, 6. sample after 5 min. of rapid 
mixing. Rapid mixing conducted at 250 rpm and 5° C 
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Figure 5.36: Influence of duration of mixing on changes in particle size dis­
tribution due to rapid mixing. Experiments compared are 'RB' 
and 'Re'. 0 homogenized sample for 1 min. rapid mix duration, 
+ sample after 1 min. of rapid mixing, 0 homogenized sample 
for 5 min. rapid mixing duration, !:::. sample after 5 min. of rapid 
mixing. Rapid mixing conducted at 250 rpm and 20°C 
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5.2. Inferences 

We have, thus far, traversed the entire domain of the experimental plan and, 

based on our observations in various sub-sets of the overall experimental plan, made 

a variety of conclusions. 

We now integrate all our sundry inferences: 

What is the true role of rapid mixing? Having seen 

1. a significant reduction in the total count fraction during the rapid mixing 

period, and 

2. a growth of particles, as evidenced by marked changes in the particle size 

distribution, 

we can infer that turbulent rapid mixing serves more than just one purpose­

that of uniformly distributing the coagulant throughout the reactor. In fact, 

• it rapidly disperses the coagulant so as to assist molecular diffusion in 

producing a uniform mixture of the coagulant, throughout the solution, 

at a molecular level; 

• it helps in a better destabilization of clay and similar colloidal particles­

particularly in the case of polymeric coagulants like ~Iagnifloc 573C­

making them more amenable to flocculation; 

• it helps in flocculating the destabilized colloids, causing a reduction in 

the total count of particles because of the growth of particles into larger 

units. 



279 

What is the influence of temperature? In all cases, temperature had a marked 

effect on the suspensions being rapid mixed. A reduction in temperature 

causes a decrease in the flocculation rate, as evidenced by lesser changes in 

the particle size distribution and in the total count fraction at the end of the 

rapid mixing period. 

What is the influence of rapid mixing intensity? It can be concluded that 

at the higher level of turbulence intensity investigated in this study, intense 

rapid mixing actually harms the performance of alum, but improved the per­

formance using cationic polymers. It is my conjecture that the improvement 

in the performance of polymer in experiments involving extended rapid mixing 

at higher turbulence intensities is predominantly due to the turbulence and 

not because of the time factor-even though this extended time period did 

help the overall flocculation process. More experiments need to be conducted 

to verify this. 

What is the effect of changes in the duration of rapid mixing? Time has 

the most remarkable effect on the results of rapid mixing in experiments in­

volving alum. \Vhen using alum, extended periods of rapid mixing at the lower 

rapid mixing intensity produced the best results, in terms of total particle 

count reduction. Again, as mentioned in the previous paragraph, an extended 

duration of rapid mixing (at the higher turbulent intensity) may have some 

role to play in the improved performance of the polymeric coagulant-but this 

needs to be verified in other experiments. 
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5.3. Comparison with results of previous studies 

Having made the inferences outlined in Section 5.2., we try to look at the pre­

vious works with these thoughts in the back of our minds. Direct comparisons with 

previous work identified in Section 4.1., i.e., that by Vrale and Jorden [113], TeKippe 

and Ham [108J, Letterman et al. [72], Stenquist and Kaufman [101], Amirtharjah 

and Mills [3] and Amirtharajah and Trusler (7] are extremely difficult because all of 

these studies-except for [7] have relied entirely on settled, supernatant turbidities 

in the measurement of the influence of rapid mixing parameters. The reason why 

such comparisons (i.e., comparing results of settled, supernatant turbidities with 

total particle counts, of the type monitored in these experiments) are difficult have 

already been specified in Chapter 4. and will not be repeated here. The problem 

of comparing results is severely compounded by the fact that in some experiments 

in the above studies, attempts were made to compare the influence of the reactor 

geometry so as to identify the superior mode of effecting rapid mixing. Given our 

observations in Chapter 3., we know that while the finer scales of turbulence are 

dependent solely on the absolute rate of energy dissipation in the reactor, the re­

actor geometry has a marked influence on the large scale turbulence parameters. 

And, since these large scale movements are necessary for the spatial distribution of 

the coagulant, it is easy to see why comparison of such experiments with our results 

would not be an easy task. 

These difficulties notwithstanding, we can still make general comparisons be­

tween the arguments advanced by the earlier experimenters and our own thoughts­

based on our experimental evidence. 

vVe first discuss the work involving a backmix reactor, done by Vrale and Jorden 
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[113]. Among their other conclusions already mentioned in Chapter 4., Vrale and 

Jorden [113] say that ".-\. backmix reactor is very inefficient for rapid mixing." As 

mentioned in Chapter 4., this student does not agree with this conclusion. While 

their experiments did show this to be true, the reasons why their backmix reactor 

gave worse results as compared to the tubular reactor may be: 

• the grid type reactor has multiple injection points for dosing coagulants into 

water. As we saw in Chapter 3., this has an immense impact on the kinetics 

of mixing. Multiple injection points helps in mixing because we do not need 

as high a turbulence intensity here as would be needed if we were trying to 

disperse, in the same time period, coagulant dispersed at just 1 point . 

• the backmix reactor, which was 1 liter in capacity, had excessively high shear 

throughout this volume, causing any agglomerated particles to break up. In 

contrast to this, the tubular mixers had much more uniform shear throughout 

the pipe resulting in a greater aggregation rate and thus a superior perfor­

mance. 

In fact, the same set of arguments would apply to the results obtained by Stenquist 

and Kaufman [101]. 

The work by TeKippe and Ham [108] did involve a variation of the rapid mixing 

conditions. Unfortunately, their objective was to prove incorrect the idea that Gt 

should be kept constant for a rapid mixing/flocculation combination. Therefore, 

even though they had a variety of rapid mixing conditions in their experiments, they 

simultaneously varied the flocculation conditions in order to keep the Gt constant. 

This makes it very difficult to take their results and compare them. They, too, were 
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working with settled supernatant turbidity. 

The work by Letterman et al. [72], involved a fairly complicated experimental 

design with a large number of parameters (coagulant dosage, colloid content, pH, 

rapid mixing intensity, etc.) being varied, again making any direct comparisons 

difficult. However, they did show that for a given rapid mixing intensity used 

in combination with a given set of flocculation, sedimentation conditions, there is 

an optimal duration of the rapid mixing period. This was based on supernatant 

turbidity of the settled, flocculated suspension. From our study, it is apparent that 

there must be an optimum rapid mixing period at which the growth and breakup 

become equally important, causing a reduction in the rate of total particle count 

reduction. 

Amirtharajah and Mills [3J and Amirtharajah and Trusler [7] held Gt constant 

in the mixing period. In the first experiment, settled turbidity was monitored while 

in the second experiment, direct filtration was carried out and the response of the 

filter gauged using a Filtration number. Again, results of these experiments can­

not be directly compared with our results. The difficulty of direct comparisons 

notwithstanding, the paper by Amirtharajah and Trusler [7J has some interest­

ing aspects. Their approach tries to relate characteristics of the turbulent flow 

field during the rapid mixing step with the response of the filter column. In this 

venture, they have relied upon the work of Cutter [37] in determining their turbu­

lence parameters. Some of Cutter's conclusions have since been proved incorrect 

[92,44,50,51,70,88,89,90j. This means correlations between the ratio (microscale size 

around impeller)j(particle diameter) and other parameters (like Filtration number) 

are somewhat incorrect. This argument does not entirely invalidate their overall 
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conclusion that " ... particle destabilization seems to be controlled by the maximum 

turbulence in the zone around the impeller of a backmix rapid mixing device" [7]; it 

does show a possible reason why the correlations carried out by them did not match 

the experimental results. This aspect of their work deserves further exploration. 

In the end, we can say that a direct comparison cannot be made between our 

experiments and those conducted by any of the previous investigators. This implies 

that further work needs to be done to corroborate these findings. 

5.4. Where do we go from here? 

One could easily get carried away by purely academic concerns and suggest 

innumerable possible studies with little or no practical implications. Some of the 

possible questions to be answered in terms of their practical value would be as 

follows: 

• Most of the recent research in rapid mixing has focussed on the adsorption­

destabilization mode of colloid coagulation when using metal coagulants. Since 

a large fraction of the water treatment plants operates in the 'sweep-floc' 

mode, it would be appropriate to conduct studies in this region of coagula­

tion/flocculation. This is a particularly challenging problem, I think, because 

of the difficulties associated with characterizing amorphous alum or iron hy­

droxide precipitate floes. Even though Amirtharajah and ~Iills [3] did some 

experiments to detect the influence of rapid mixing in this region, it would be 

proper to corroborate their findings. 
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• Since direct filtration is a popular mode of water treatment, it would be 

particularly interesting-in the light of our results-to analyze the work done 

so far, involving variation of rapid mixing parameters and their influence on 

the response of the filtration unit. 

• Experiments to identify the true cause in the observed improvement of poly­

mer performance during high intensity and extended duration rapid mixing­

is it because of the high mixing intensity or the extended period of mixing or 

both? 

• If rapid mixing causes flocculation, shouldn't 'tapered' rapid mixing be used 

in water treatment? What about tapered rapid mixing for direct filtration 

units? 

• How do organic contaminants (such as color) respond to initial mixing condi­

tions? Is there reason to suspect any changes in their behavior? 

• How can the detrimental effects of cold water temperature on rapid IDlX­

ing/flocculation be ameliorated? 

• If alum is more capable of 'cleaning up' small particles out of the system 

then organic polymer, whereas organic polymers can help make stronger flocs, 

could the positive aspects of these two coagulants be used simultaneously to 

our advantage? This is already a common practice in many plants today. 

However, the optimal design of rapid mixing/flocculation for such applications 

needs further study. 
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• Studies to investigate to the reasons why alum performed poorly at the high 

mixing intensity used in some of the experiments conducted in this study. 

One could actually sit down and think up hundreds of possible questions to be 

answered. For example, this was a batch study. What would happen in a continuous 

flow system? 
However, it is time to stop and end this thesis with the following statement: 

Rapid mixing DOES flocculate a colloidal suspension. 
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The following pages contain the data which were used in generating the plots 

shown in Chapter 5. The experimental conditions corresponding to each experiment 

are identified using labels which correspond to those shown in Figure 5.1 (page 218) 

for alum and Figure 5.15 (page 244) for Magnifloc 573e. 

The sample characteristics are as follows: 

Sample identification 
1. Homog. sample 

2. Rap. rrux. sample 

3. 1.0, 3.0, 5.0, etc. 

Nature of sample 
Homogenized sample, corresponding to the 
clay suspension in the reactor BEFORE 
the coagulant was added to the reactor. 

Suspension in the reactor after the 
coagulant has been added and rapid mixed 
for the specific duration of time. The 
sample corresponds to the END of the 
rapid mixing period. 

Samples corresponding to the specified 
duration of the flocculation period. 
Therefore, the sample associated with a 
3.0 minute period of flocculation (i.e., 
a 3.0 minute period following the end of 
the rapid mixing process) is placed in a 
column identified with a 3.0 at the top. 

Each number is the total count fraction for that particular sample. This is explained 

on page 221 of the thesis. 
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Experiment Total particle count Date 
in homogenized sample 

(no·/ml) 
-----------------------------------------------

AA 5.97E+06 04-May-88 

AB 4.98E+06 05-Nov-87 
AB 5.06E+06 10-Nov-87 
AB 4.66E+06 12-Nov-87 

AC 5.79E+06 22-0ct-87 
AC 6.38E+06 24-0ct-87 
AC 5.33E+06 03-Nov-87 

AD 5.87E+06 19-Apr-88 
AD 6.89E+06 21-Apr-88 

AE 4.78E+06 12-Apr-88 

AF 4.80E+06 17-Mar-88 
AF 5.13E+06 29-Mar-88 

AG 5.16E+06 07-Apr-88 

AH 4.55E+06 02-Jan-88 
AH 6.02E+06 05-Jan-88 
AH 5.85E+06 21-Jan-88 

AI 5.57E+06 08-Dec-87 

AJ 5.63E+06 09-Feb-88 

AI< 5.84E+06 01-Feb-88 
AI< 4.91E+06 05-Feb-88 

PA 6.01E+06 02-May-88 

PB 6.78E+06 28-Apr-88 

PC 7.33E+06 26-Apr-88 

PD 5.25E+06 14-Apr-88 

PE 6.05E+06 23-Feb-88 
PE 5.29E+06 25-Feb-88 

PF 5.24E+06 01-Mar-88 
PF 6.34E+06 03-Mar-88 

-----------------------------------------------


