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AIRCRAFT NOMENCLATURE 

b wing span, ft 

C force or moment coefficient 

CD coefficient of drag 
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C, coefficient of rolling moment 

Cm coefficient of pitching moment 
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L lift force, lb 

m total aircraft mass, slug 

Pa percentage afterburner 

Pc percentage core engine 

p roll rate, deg I s 

q pitch rate, deg I s 

qj final pitch rate, deg I s 

r yaw rate, deg I s 

S wing area, ft 2 

T thrust per each engine, Ib 

Tidl idle thrust, lb 

Tmax maximum thrust, lb 

Tmil military thrust, Ib 

t time, s 

t f time-of-flight, s 

V velocity, ftls 

W weight,lb 

Xb aircraft x-body axis 

XT total thrust force along x-body axis, lb 

x downrange distance, ft 

Y sideforce, Ib 

Yb aircraft y-body axis 

YT total thrust force along y-body axis, Ib 

z cross-range distance, ft 
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aircraft z-body axis 

total thrust force along z-body axis, Ib 

Greek Symbols 
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1J 
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B 

EL 

EM 

EN 

¢ 
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angle of attack, deg 
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flight path angle, deg 

final flight path angle, deg 

aileron deflection, deg 

differential stabilator deflection, deg 
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rudder deflection, deg 
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CHAPTER 1. INTRODUCTION 

1.1 Background 

In the past several decades trajectory optimization has become an extensively 

researched field. Some of the most famous work has been done in the context of 

minimum-time trajectories such as minimum time-to-climb and minimum time-to­

turn problems. Well known work in this area includes Bryson's and Denham's [1] 

development of a gradient based steepest ascent method which is used to obtain the 

minimum time-to-climb trajectory of a supersonic fighter. Other researchers have ap­

plied a variety of techniques such as singular perturbation methods [2] and sequential 

quadratic programming [3]. Optimal trajectories have also been successfully obtained 

by Hargraves et al. [4] using a collocation method in which discretized control and 

state time histories are represented by Chebychev polynomials. This entire spectrum 

of work however is limited to the use of point-mass aircraft models. Only recently, 

Stalford and Hoffman [5] have computed optimal trajectories for a rigid-body dy­

namic aircraft model. The applicability of this research is still restricted to aircraft 

models that are defined by smooth analytical expressions. As most aerodynamic and 

propulsion data commonly available for an aircraft are from experimental sources and 

are in tabulated form, there is a need for a method of performing trajectory optimiza­

tion for such non-smooth models. This study addresses the aforementioned problem 
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by presenting a robust optimization technique that is insensitive to the complexity 

of the aircraft model. 

1.2 Trajectory Optimization Method 

Historically, optimal trajectories generated for practical implementation [6] are 

obtained using gradient based algorithms. In all realistic situations, no analytical 

aircraft model is available. Consequently gradient algorithms fail to give solutions 

as the gradient information is usually inaccurate or simply unattainable. Most non­

gradient search methods are also inadequate since their results are often initial guess 

dependent and are only locally optimal. As many practical aerospace trajectory op­

timization problems are inherently non-smooth, there exists a need for a technique 

that can solve these problems. To address this requirement, the current study pro­

poses the use of a newly developed continuous simulated annealing algorithm. The 

algorithm is successfully used to produce minimum time-to-climb, minimum time­

to-half-loop and minimum time-to-turn trajectories. A number of other algorithms 

applied to these problems failed to yield solutions. The simulated annealing method 

is described in detail in Chapter 2. 

1.3 Guidance Law Development 

A new technique for developing guidance laws is tested on a complex aircraft 

model. The model was made available by the American Institute of Aeronautics and 

Astronautics and was originally intended for use in the 1991-92 Controls Design Chal­

lenge [7]. Though this study is not intended to directly participate in the challenge, 

a substantial amount of guidance law development is carried out. These guidance 
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laws meet a number of the requirements of the design challenge. In addition, they 

provide controllers for tracking the optimal trajectory solutions in the presence of 

disturbances. The controllers are nonlinear in state but assume linearity in control. 

A detailed account of the guidance law development and implementation is given in 

Chapter 5. 
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CHAPTER 2. SIMULATED ANNEALING 

Simulated annealing is a class of stochastic algorithms which search for global 

optimal solutions. The algorithms simulate the physical phenomenon of annealing. 

The relationship between simulated and physical annealing and the development of 

the specific algorithm used in this study is described in the following sections. 

2.1 Annealing 

Simulated annealing algorithms were originally developed for use on combinato­

rial optimization problems. A combinatorial optimization problem is one in which 

the design vector has finite or countably infinite configurations [11]. The simulated 

annealing algorithm is essentially an imitation of physical annealing. Physical an­

nealing is the process by which a solid is first heated until it melts, and then gradually 

cooled until it crystallizes into a state with a perfect lattice. The final state this pro­

cess attains is the configuration which minimizes the free energy of the solid. This 

final state can be viewed as the solution to a combinatorial optimization problem in 

that the annealing process has found a state, from a vast selection of configurations, 

that has the minimum free energy. 

Annealing is based on the principle that at any given temperature T, free atoms 

occupy a state which satisfies the Boltzmann's probability distribution. This distri-
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bution can be expressed as the probability of a system being in a state r is given 

by, 

P(r) '" e-E(r)/k"T (2.1) 

where E(r) is the magnitude of the energy associated with state r, and kb is the 

Boltzmann's constant [12]. Hence, at equilibrium, the most probable state of the 

system is that of the lowest energy. Simulated annealing uses this principle of physical 

annealing to solve optimization problems. The following is an outline of a generic 

simulated annealing algorithm. 

1. Choose an initial design vector. 

2. Generate a candidate next iteration vector by some random process. 

3. If the candidate vector is an improvement in the cost function, accept it as the 

next vector.. 

4. If the candidate vector is a deterioration of the cost function, apply the Metropo­

lis criterion to determine if it is accepted as the next vector. If it is not accepted, 

the current design vector is retained. 

5. Lower the temperature parameter according to a pre-determined cooling sched­

ule. 

6. If the termination criteria has not been met, return to step 2. 

Simulated annealing is a general optimization methodology rather than a com­

pletely specified algorithm. The distinguishing characteristic between specific anneal­

ing algorithms is, in general, the choice of the cooling schedule and the process by 
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Table 2.1: Corresponding terms in physical and simulated annealing 

Physical annealing Simulated annealing 
State Design vector 

Energy Cost function 
Boltzmann's distribution Metropolis criterion 

Minimum energy state Optimal solution 

which candidate vectors are generated. The specific algorithm used in this study is 

described further on in this chapter. To illustrate the connection between physical 

and simulated annealing, the corresponding terms of the two annealing processes are 

shown in Table 2.1. The Metropolis criterion referred to in the algorithm and the 

table is defined in a following section. 

2.2 Development and Past Applications 

Simulated annealing has received wide attention from researchers since being 

presented by Kirkpatrick et al. in 1983 [13]. Kirkpatrick applies a discrete multivari-

ate or combinatorial optimization algorithm to design an integrated circuit and to 

solve the famous traveiing salesman problem. The traveling salesman problem is to 

find the shortest itinerary for a traveling salesman who must visit each of N cities in 

turn. The dimension of this problem is extraordinary as for just 20 cities the number 

of feasible tours is an IS-digit number [14]. Furthermore, since a configuration is dis­

crete, there is no notion of a gradient or down-hill direction. Kirkpratrick efficiently 

used a simulated annealing algorithm to solve this problem for 400 cities. Discrete 

annealing has been applied to many optimization problems with varying degrees of 
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success. Among them is telephone network design, test pattern generation, logic 

minimization and image restoration. The methodology is also being extensively used 

in the field of statistics. 

Most applications to date have been restricted to combinatorial optimization 

problems. For trajectory optimization purposes, a continuous optimization method 

is required. Formulations of continuous simulated annealing algorithms have been 

proposed by various authors; however, in most cases they lack solid theoretical foun­

dation. In this study, a new continuous simulated annealing algorithm proposed by 

Romeijn and Smith [15], is used. This algorithm is called Hide-and-Seek and is proven 

to converge in probability to global optimal solutions. 

2.3 Hide-and-Seek 

Hide-and-Seek is an efficient and easily implemented continuous simulated an­

nealing algorithm [16]. It is capable of finding the global maximum of a continuous 

function which may have many locally optimal solutions. This algorithm has two 

distinguishing features: a continuous random walk process and an adaptive cooling 

schedule. These features are unique to this annealing algorithm. Hide-and-Seek is 

very simple to apply as it only requires a bounded design space and a method for 

evaluating the cost function for a given feasible design vector. Within the bounded 

space any design vector can be declared infeasible. This allows the easy enforcement 

of inequality constraints. 

The Hide-and-Seek algorithm proceeds as follows: 

1. Choose a very high (positive) initial value for the temperature parameter. 
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2. Generate a random initial feasible design vector Xo and set k = O. 

3. Choose a direction vector 0k from a uniform direction distribution. 

4. Choose ).k from the uniform distribution of feasible points along the direction 

5. Define the candidate for the next iteration vector by l'k+1 = X k + ).k0k • 

6. Calculate the acceptance probability function 13k by applying the Metropolis 

criterion. 

7. With probability 13k, set Xk+1 = Yk+1' Otherwise, set Xk+1 = Xk • 

8. If the objective function value of Xk+1 is greater than any previous objective 

function, decrease the temperature parameter according to the cooling schedule. 

9. If the termination criteria is not met, set k = k + 1 and go to step 3. 

The Metropolis criterion [17] determines the acceptance of a candidate next 

iteration vector. It is given by, 

if Vk 5:. 13k 

if Vk > 13k 

(2.2) 

(2.3) 

where Vk is a random variable with a uniform distribution on [0,1]. It should be noted 

that from Equation 2.2, even if the candidate vector represents a deterioration in the 

objective function (i.e., f(Yk+1) < f(Xk)), the initial high temperature parameter 
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results in a high probability of acceptance. This acceptance probability for deterio­

rations decreases as the algorithm progresses, due to the decrease in the temperature 

parameter. Additionally, all objective function improvements are accepted, as in such 

cases 13k = 1.0. 

The temperature parameter is monotonically decreased according to an adap­

tive cooling schedule given by Equation 2.4. The temperature update only occurs 

when the objective function for Xk+I is greater than all previous objective functions. 

This cooling schedule allows the temperature to decrease according to the real-time 

progress of the algorithm. 

T = 2(/* - I(Xk+d) 
xi-p(n) 

(2.4) 

where n is number of design variables, xi-p( n) is the 100( 1-p) percentile point of the 

chi-squared distribution with n degrees of freedom, and f* is the optimal objective 

function value. xi-p ( n) is a constant for a given problem. As for most practical 

problems f* is not known in advance, the authors of Hide-and-Seek have derived the 

following heuristic estimator (j). 

~ 11-12 
1= 11 + ( )-n 1-pT-1 

(2.5) 

where 11 and 12 are the current largest two objective functions, respectively. The 

parameter p corresponds to the probability that j will be less than f*. As It > 12, 

j will always be greater than the current best objective function value. This assures 

a monotonically increasing j that in the limit will approach f*. 

The algorithm is terminated when for an € > 0, 

j - 11 < € (2.6) 

This termination criteria will always be met as in the limit, /1 approaches j. 
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2.4 Testing Hide-and-Seek 

To verify the global convergence of Hide-and-Seek, it is tested on three stringent 

problems. The test problems used are the Beale function [18], the Goldstein/Price 

(GP) function [16], and a function referred to in this study as TF [19]. The Beale 

function has multiple local maxima and a unique global maximum. It is a two-variable 

function given by, 

f(Xt,X2) - - ((1.5 - X1(1- X2)? + (2.25 - X1(1- X~))2 

+(2.625 - xI(1 - x~))2) (2.7) 

The Goldstein/Price function also has two independent arguments. It has three local 

and one global maxima over the interval -2 5 Xi < 2. It is defined by Equation 2.8. 

f(Xb X2) = -0.1 (1 + (Xl + X2 + 1)2(19 - 14x1 + 3x~ 

-14x2 + 6X1X2 + 3x~)) (30 + (2X1 - 3X2)2. (2.8) 

(18 - 32x1 + 12xi + 48x2 - 36x1X2 + 27x~)) 

TF is a variable dimension function. Over the interval -10 < Xi < 10 , z = 

1, .. , n, it has approximately IOn local maxima, one of which is global. The function 

is tested using two, three, and four variables. A surface plot of TF with two variables 

is shown in Figure 2.1. TF is defined by the following equation. 

f(Xt,X2, ... ,xn ) = -~ {lOsin(7rX1?+ 

n-1 
+ I)Xi - 1)2 [1 + 10sin(7rxi+t}2] 

i=l 

(2.9) 

+(xn - 1)2} 
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Figure 2.1: Test function TF 
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Table 2.2: The number of function evaluations for Hide-and-Seek and Hybrid 

Function Hide-and-Seek Hide-and-Seek Hybrid Hybrid 
with j with f* with j with f* 

Beale 1,131 494 1,445 528 
GP 2,536 548 5,975 662 
TF(2) 11,213 3,063 11,581 3,093 
TF(3) 13,738 5,191 14,041 . 5,248 
TF(4) 6,616 7,663 7,788 8,727 

The performance of Hide-and-Seek is compared against the Neider-Mead Simplex 

algorithm [22] and the Principal Axis method [21]. Both techniques are well-known 

non-gradient local search methods. The Principal Axis method is a modified version 

of Powell's method. In addition, a hybrid routine ("Hybrid") using Hide-and-Seek for 

the initial global search and Neider-Mead Simplex for the final local search is tested. 

The Principal Axis and NeIder-Mead Simplex techniques failed to converge on 

the global solutions for most initial guess vectors. The global solutions were only 

found when an extremely 'good' initial guess was given. The test results from Hide-

and-Seek and the Hybrid method are given in Table 2.2. The number of function 

evaluations referred to in Table 2.2 is an average over ten runs. The Hybrid method 

.found the same solutions as Hide-and-Seek but converged to a higher degree of ac­

curacy. This, however, is at a higher cost in terms of function evaluations. The test 

results show various beneficial aspects of Hide-and-Seek which are discussed in detail 

in the following section. 
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, 2.5 Assessing Hide-and-Seek 

The test results and the earlier description of Hide-and-Seek make evident a 

number of advantages and disadvantages of this method. The routine is robust as it 

can be applied to highly complex functions with a reasonable assurance that it will 

find the global solution. The functions can also be discontinuous in gradient and 

value as no gradient information is used. If the optimal function value r is known, 

the test results show that the method can use this information to rapidly converge 

on the solution. In addition, given r, the number of function evaluations required 

increases approximately linearly with the dimension of the problem. Even if the es­

timator is used, the function evaluations do not rapidly increase with the number 

of design variables. Unlike most other non-gradient search methods, Hide-and-Seek 

demands no initial guess. The only inputs it requires are a termination tolerance 

and lower and upper bounds on the design variables. As any design vector within 

this bounded space can be declared infeasible, inequality constraints can effortlessly 

be enforced. Equality constraints on the other hand, can only be sanctioned using 

penalty functions or variable transformations. The authors of Hide-and-Seek [16] 

have shown that this technique is insensitive to the complexity of the feasible region. 

Some drawbacks of Hide-and-Seek are that it is expensive in terms of function eval­

uations and its convergence rate does not increase in the proximity of the optimal 

solution. 

For aerospace engineering, the extensive advantages of Hide-and-Seek make it 

an attractive method for obtaining optimal trajectories for complex aircraft models. 

This problem is undertaken in Chapter 4. 
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CHAPTER 3. AIRCRAFT MODEL 

The aircraft model used in this study was primarily developed for use in the 

1991-92 AIAA Controls Design Challenge [7]. The model is a generic, state-of-the­

art, high-performance aircraft. It has nonlinear aerodynamics and propulsion, defined 

over the entire operational flight envelope of the aircraft. Though it contains certain 

aspects of existing fighters, it is in no way a representation of a specific aircraft. 

It is rather an amalgamation of various aircraft components. The model has six­

degrees-of-freedom and is capable of flight in the high angle-of-attack regime. A full 

three-dimensional description of the model is given in this chapter. 

3.1 Aircraft Characteristics 

The configuration of the aircraft is shown in Figure 3.1. The aircraft is repre­

sentative of a modern-day, high-performance, supersonic fighter. It weighs 45,000 Ib 

and has a wing area of 608 ft 2 • In dimensions, it is approximately the same size as 

the F-15 Eagle. Details of the aircraft characteristics are given in Table 3.1. The 

primary control surfaces of the aircraft are two stabilators, two ailerons, and a rudder 

on the single vertical tail. The aircraft has two engines and has a maximum speed of 

Mach 2.5. The absolute ceiling of the aircraft is approximately 60,000 ft. 
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STABILATOR 

AILERON 

Figure 3.1: Aircraft configuration 

Table 3.1: Aircraft model dimensions 

Attribute Symbol Value 
Weight W 45,000.0 lb 
Wing area S .608.0 ft 2 

Wing span b 42.8 ft 
Mean chord c 15.95 ft 
Moments of inertia Ix 28, 700.0 slug / ft 2 

Iy 165,100.0 slug / ft 2 

Iz 187,900.0 slug / ft 2 

Products of inertia Ixz -520.0 slug/ ft 2 

Ixy 0.0 slug / ft 2 

Iyz 0.0 slug/ ft 2 
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3.2 Propulsion Model 

The aircraft has two turbofan engines equipped with afterburners. Each engine 

is capable of producing a maximum thrust of approximately 30,000 lb. The engines 

produce an identical thrust for a given throttle setting. This results in there being no 

yawing moment due to the propulsion system. The thrust acts along a vector parallel 

to the X-body axis and at point 10 It behind the aircraft center of gravity and 4 It 

lateral of the vertical plane of symmetry. At a given altitude and Mach number, the 

engine has three thrust settings: the idle thrust (Tid1 ), the military thrust (Tmil) and 

the maximum (afterburner) thrust (Tmax) . The magnitude of these thrust settings 

is obtained by interpolating tabular data. The thrust produced by each engine is a 

linear function of the throttle position (aT) and is given by Equations 3.1 and 3.2. 

The throttle has range of 20° to 135° with the afterburner engaged beyond 83°. 

If 20° < aT ~ 83°, 

Pc - (aT - 20.0)/63.0 

T - (Tmil - Tidl) Pc + Tidl (3.1) 

If 83° < aT < 135°, 

Pa - (aT - 83.0)/44.0 

T (Tmax - Tmil) Pa + Tmil (3.2) 

As no fuel flow rates are available for the engines, the fuel consumed during flight 

cannot be properly ascertained. For this reason, the aircraft is assumed to have a 

constant weight of 45,000 lb. 
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Table 3.2: Control surface limits and sign conventions 

Control surface Symbol Limit (0) Positive deflection 
Symmetric stabilator 8H +15/ - 25 Trailing edge down 
Differential stabilator 8D ±20 Left trailing edge down 
Aileron 8A ±20 Left trailing edge down 
Rudder 8R ±30 Trailing edge left 

3.3 Aerodynamic Model 

The aircraft is equipped with five aerodynamic control surfaces. It has two 

stabilators capable of symmetric and differential motion, two conventional ailerons 

and a single rudder. The sign convention for the displacement of the surfaces and 

their position limits are shown in Table 3.2. 

The aircraft has nonlinear aerodynamic coefficients that are computed by per­

forming multi-dimensional, linear interpolation of tabular data. This interpolation in 

general is dependent on the current Mach number, the angle of attack, the slideslip 

angle, and the symmetric stabilator deflection. The longitudinal parameters are given 

with respect to the stability axis, while the lateral-directional parameters are refer­

enced to the aircraft body axis. The following equations define the aerodynamic 

coefficients: 

CL - CLBASIC (3.3) 

C m - CmBAsIc + (2~) (Cmqq + Cmao) (3.4) 

CD - CDBASIC (3.5) 
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Table 3.3: Aerodynamic coefficients 

Coefficient Source Function of 

CLBASIC Table M,a,oH 
CmBAsIC Table M,a,oH 
Cmq Table M,a: 
Cma Table M,a 
CDBASIC (a: < 32) Table CLBASIC,M 

(32 < a < 40) Table CLBASIC' M, a 
(a: > 40) Calc CLBASIC' a: 

CYBASIC Table M,a,(3 
CY6~ Table M,a: 
CY6n Table M,a 
6.Cy6 <> Table M, a:, OR 
KSR'I Table M 

CIBASIC Table M,a,(3 
CI6 Table M,a: 

CI6n Table M,a: 

6.CI 6<> Table M,a,oR 
KSR Table M 

CI" Table M,a: 
Clr Table M,a 

CnBAsIC Table M,a,(3 
Cn6~ Table M,a 
Cn6n Table M,a: 

6.Cn6 <> Table M,a,(3 

KSRn Table M.a: 

Cn" Table M,a: 
Cnr Table M,a 
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C y - CYBASIC + C Y6A aA + C Y6D aD - 6.CY6R f{SRy (3.6) 
b 

Cl - ClBASIC + C l6.J,. aA + C l6D aD - 6.Cl6R f{OR
I 
+ (2V) (Clpp + Clrr) (3.7) 

b 
C n - CnBASIc + C n6A aA + C n6D aD + 6.Cn6R f{SRn + (2V) (Cnpp + Cnrr) (3.8) 

(3.9) 

Table 3.3 shows the source of the aerodynamic coefficients on the right-hand side 

of the equations. 

3.4 Equations of Motion 

The aircraft dynamics are defined by nonlinear six-degree-of-freedom equations 

of motion. The equations assume a rigid aircraft flying over a non-rotating flat Earth, 

in a stationary atmosphere. They are given with respect to the aircraft wind-axes 

and are detailed in Etkin [8] and Blakelock [9]. The following equations define the 

derivative of each state variable. 

The translational acceleration equations are, 

v - [-D cosf1 + Y sin{3 + XT cosa cos{3 + YT sin{3 (3.10) 

+ZT sina cos{3 - mg(sinO cosa cosf1- cosO sin¢> sin{3 

-cosO cos¢> sina cosf1)]/m 

a - [-L + ZT cosa - XT sina + mg(cosO cose/> cosa (3.11) 

+sinO sina))jVm cos{3 + q - tanf1 (p cosa + r sina) 

f1 [D sin{3 + Y cos{3 - XT cosa sinf1 + YT cos{3 (3.12) 

- ZT sina sin{3 + mg( sinO cosa sinf1 + cosO sin¢> cos{3 
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-cosO cos¢ sino sinf3))/Vm + p sino - r coso 

The vehicle attitude rates are, 

o - q cos¢ - r sin¢ 

~ - q sin¢ sed) + r cos¢ secO 

¢ - p + q sin¢ tanO + r cos¢ tanO 

The Earth-relative velocities are, 

h - V( cos/3 coso sinO - sinf3 sin¢ cosO 

-cos{3 sino cos¢ cosO) 

x - V[cosf3 coso cosO cost/J + sinf3 (sin¢ sinO cost/J 

-cos¢ simp) + cosf3 sino (cos¢ sinO cost/J 

+sin¢ sint/J)] 

y - V[cosf3 coso cosO sint/J + sin{3 (sin¢ sinO sint/J 

+cos¢ cost/J) + cosf3 sino (cos¢ sinO sint/J 

-sin¢ cos1jJ)] 

The rotational accelerations are, 

p [(2:L)1l + (2:M)12 + (2:N)13 - p2(I:cz12 - 1:cy13) 

+pq(1:cz11 - 1yz12 - Dz13) - pr(I:cy1l + Dy12 - 1yzh) 

(3.13) 

(3.14) 

(3.15) 

(3.16) 

(3.17) 

(3.18) 

(3.19) 
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+q2(II/Z11 - l x1/13) - qr(Dxl1 - lxI/12 + lxzl3) 

-r2(II/Z11 - lxzI2)]/det I 

[(EL)12 + (EM)14 + (EN)ls - p2(lxzl4 - lXI/Is) 

+pq(Ixzl2 - I1/z14 - Dzls) - pr(Ixl/h + DII14 - Il/z1s) 

+q2(Il/zl2 - lXI/Is) - qr(Dxl2 - lxI/14 + lxz1s) 

-r2(I1Iz12 - lxzl4)lIdet I 

[(EL)13 + (EM)ls + (EN)ls - p2(lxz1s - lXI/Is) 

+pq(Ixzh - lyz1s - Dz1s) - pr(Ixy13 + Dy1s - lyz1s) 

+q2(Iyzl3 - lXI/Is) - qr(Dxl3 - lXI/Is + lxz1s) 

-r2(IyZI3 - lxz1s)lIdet I 

det I - lxl111z - 21x1l1xzl11z - lxl;z - Il/t;z - lzt;1/ 

11 - 11/1z - l;z 

12 - lxI/1z + lyzlxz 

13 - l xl/Iyz + Iylxz 

14 - Ix1z - I;z 

Is - Ixlyz + Ixylxz 

Is - lxII/ - t;y 

Dx - lz - ly 

Dy - Ix - Iz 

(3.20) 

(3.21 ) 

(3.22) 

(3.23) 

(3.24) 

(3.25) 

(3.26) 

(3.27) 

(3.28) 

(3.29) 

(3.30) 



22 

(3.31) 

During a trajectory simulation, the dynamic equations are integrated using a 

fixed step 4th-order Runge-Kutta integration routine [10]. 

The atmospheric parameters used by the model are based on linear interpolation 

of tables from the U.S. Standard Atmosphere (1962). 

3.5 Modifications 

The following is a list of the major modifications made to the original model [7]. 

In general, these changes were made to simplify the guidance law development and 

to allow the use of a larger integration step-size during trajectory simulations. 

1. Actuators attached to all the control surfaces are removed, however the deflec­

tion limits are retained. The actuators had time constants of 0.05 s and rate 

limits of 24 0/ s. 

2. First-order dynamics in the throttle setting is deleted. 

3. The rate limiter and sequencing logic for the afterburner are removed. 

4. Additional terms in the aerodynamic coefficients that are functions of altitude 

and engine thrust are dropped. These additional terms had a negligible effect 

on the overall magnitude of the coefficients. 

5. The upper limit of the throttle range is extended from 1270 to 1350
• 
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CHAPTER 4. TRAJECTORY OPTIMIZATION 

In this chapter, minimum-time optimization problems for the aircraft model are 

formulated. These problems are parameterized and solved using Hide-and-Seek. The 

resulting optimal trajectories and control histories are also presented. 

4.1 Problem Statement 

A general optimal control problem can be stated as follows. 

Find the input u(t), over the interval to ::; t < t" which minimizes the cost 

function: 

i
tl 

J = ~(x(tf),tf) + L(x(t),u(t),t)dt 
to 

(4.1) 

subject to a nonlinear time-varying dynamic plant, 

x=f(x,u,t) (4.2) 

given initial states and terminal constraints, 

(4.3) 

and inequality control constraints, 

Umin ::; u( t) ::; U max (4.4) 
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CONTROLtu 

CUBIC SPLINE 

CONTROL POINT 

to 

Figure 4.1: Discretization of the control 

In this study only minimum-time problems are considered. This allows the 

performance index to be simplified to, 

(4.5) 

The optimal control problem presented above is an infi.nite-dimensional problem, 

in that the control u(t) is to be found at each instant in the interval to ~ t ~ tf. 

A number of techniques exist for solving such problems, however they are in general 

cumbersome and require extensive problem preparation. A simple and yet effective 

approach is to transform the exercise into a parameter optimization problem by 

discretizing the control history. Figure 4.1 shows how the control history is defined 

in terms of discrete control nodes or points. The performance index can be evaluated 

for a specific set of nodes by the following procedure: 1) Fit the control nodes with 

cubic splines to obtain a continuous control history, 2) Beginning at the specified 

initial conditions, integrate the differential equations governing the aircraft trajectory, 
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3) Compute the performance index and the terminal constraints. These nodes thus 

make up the set of parameters that are adjusted to minimize the performance index, 

while satisfying the terminal constraints. 

This investigation implements the simulated annealing algorithm Hide-and-Seek 

to optimize the cost function. As Hide-and-Seek contains no mechanism for handling 

terminal constraints, they are incorporated into the performance index as penalty 

functions. This results in the following augmented performance index. 

I 

j = tf + LJ(il9il (4.6) 
i=l 

where J(i is the positive penalty constant for the 9ith constraint residual. Note that 

as Hide-and-Seek is a maximization routine, the performance index used by it is the 

negative of Equation 4.6. 

In the following sections a number of classical optimal control problems are 

presented. These problems are solved using Hide-and-Seek and two standard non­

gradient methods. Attempts were made to solve the problems by applying two se­

quential quadratic programming techniques: the SQP [20] algorithm and the NPSOL 

routine in the NAG Fortran Library. Both algorithms failed because of the high sen­

sitivity of the problems and the inaccurate gradient information. 
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Table 4.1: 2-D half-loop initial conditions 

State Value 
Velocity 636.4 ftls 

(Mach 0.6) 
Angle of attack 2.3 deg 
Pitch angle 2.3 deg 
Pitch rate 0.0 degls 
Altitude 15,000.0 ft 
Downrange distance 0.0 ft 

4.2 Minimum Time-to-Half-Loop 

4.2.1 2-D Minimum Time-to-Half-Loop 

The time-optimal half-loop maneuver is investigated here. For the two dimen­

sional case, only symmetric stabilator deflection and throttle setting are available as 

control inputs. The two control histories are parameterized by· cubic splines over five 

equal time intervals bounded by six control nodes. With the addition of time-of-flight 

as a variable, the problem has a total of thirteen design parameters. The initial con­

ditions used for the maneuver are given in Table 4.1. The trajectory is required to 

satisfy the following terminal constraints. As mentioned earlier the terminal equality 

constraints are enforced using penalty functions. 

If - 180 deg 

o degls 

(4.7) 

(4.8) 

(4.9) 
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Table 4.2: 2-D half-loop results 

Method Time-of-flight Function evaluations 
Hide-and-Seek 24.9 s 5,518 
N elder-Mead 39.4 s 2,084 
Principal Axis 35.1 s 4,063 

To evaluate the performance of Hide-and-Seek, the NeIder-Mead Simplex and 

the Principal Axis algorithms are also applied to this problem. The results presented 

for the latter two methods are the best solutions obtained from 20 different initial 

guesses. These results are summarized in Table 4.2 and the trajectories are displayed 

in Figure 4.2. 

The number of function evaluations given for Hide-and-Seek is an average over 

five solutions. The results show that Hide-and-Seek finds the lowest time-of-flight. 

The NeIder-Mead and Principal Axis solutions have time-of-flights that are greater by 

58 % and 41 %, respectively. Due to the use of a strict convergence criteria, the Hide-

and-Seek trajectory is essentially guaranteed to be the global optimal solution. This 

flight path is however found at a higher cost in terms of function evaluations relative 

to the other two methods. Figures 4.3-4.7 display the state and control histories of 

the Hide-and-Seek trajectory. The angle-of-attack history shows that the optimal 

solution requires the aircraft to fly in the high angle-of-attack regime. Due to the 

proximity of stall, this region of the flight envelope contains numerous discontinuities. 

As NeIder-Mead and Principal Axis are incapable of traversing discontinuities in the 

feasible design space, the solutions they acquire are only locally optimal. It should 

be noted that as there is no constraint on the Mach number (Figure 4.7) the aircraft 
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tends to loose its kinetic energy in favor of potential energy. This is done to satisfy 

the constraints as rapidly as possible. 

To investigate the effects of the dimensionality of the problem, the exercise is 

repeated using larger numbers of design variables. The time-of-flight is divided into 

ten and fifteen equal intervals, bounded by eleven and sixteen nodes per control input. 

With the addition of time-of-flight, these supplementary problems have twenty-three 

Table 4.3: Number of function evaluations for 2-D half-Loop 

No. of variables Hide-and-Seek Hybrid 
13 5,518 7,215 
23 5,713 11,614 
33 10,015 < 100,000 
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Figure 4.3: 2-D half-loop angle-of-attack history 
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Figure 4.4: 2-D half-loop pitch and flight path angle history 
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Figure 4.7: 2-D half-loop Mach number history 

and thirty-three design variables. A summary of the results is presented in Table 4.3. 

The flight times of these solutions range from 24.7 to 25.0 seconds. These findings 

show that the number of function evaluations required does not rapidly increase with 

the dimension of the problem. 

The Hybrid method is also applied on these problems. In the Hybrid method, 

the solution from Hide-and-Seek acts as the initial guess for the NeIder-Mead Simplex 

technique. In all cases, the Hybrid method solutions are approximately the same as 

the Hide-and-Seek solutions, with the minor difference being that the constraints are 

better satisfied. This however is at a much higher cost in terms of function eval­

uations. Note that due to the NeIder-Mead section of the Hybrid method, for the 

thirty-three design variables case, in excess of 100,000 function evaluations were com­

pleted without convergence. The process was deemed not converging and terminated. 
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4.2.2 3-D Minimum Time-to-Half-Loop 

The three-dimensional half-loop maneuver is a significantly more complex prob­

lem to solve than the two-dimensional case. During three-dimensional flight, the air­

craft has five control inputs: the symmetric and differential stabilators, the aileron, 

the rudder, and the throttle setting. For this problem the time-of-flight is divided 

into five equal intervals. This produces six design points for each aircraft control, 

giving a total of thirty-one design parameters including the time-of-flight. The initial 

conditions used for this problem are shown in Table 4.4. Due to the different ranges 

of various angles in three-dimensional flight, a different set of constraints must be 

satisfied. These constraints are given below. 

1/ - 0 deg 

tP/ - 180 deg 

1>/ 180 deg 

q/ - 0 degls 

hf > hi 

(4.10) 

(4.11) 

( 4.12) 

( 4.13) 

(4.14) 

The optimal solution found by Hide-and-Seek is 21.7 s. This result is obtained 

after completing an average of 29,246 function evaluations. The trajectory is shown 

in two and three dimensions in Figures 4.8 and 4.9. Though the optimal trajectory is 

approximately within the vertical plane (the maximum cross-range distance is only 

21.5 It), with the additional control surfaces the aircraft is able to reduce the time­

of-flight by 14.7 % as compared to the two-dimensional case. The aircraft does not 

significantly go out of the initial plane of motion as out-of-plane motion requires 

the expenditure of additional energy, and hence tends to extend the flight time. 
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Figure 4.8: 3-D half-loop trajectory (3-D view) 
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Table 4.4: 3-D half-loop initial conditions 

State Value 
Velocity 636.4 ft/s 

(Mach 0.6) 
Angle of attack 2.3 deg 
Sideslip angle . 0.0 deg 
Pitch angle 2.3 deg 
Heading angle 0.0 deg 
Roll angle 0.0 deg 
Pitch rate 0.0 deg/s 
Yaw rate 0.0 deg/s 
Roll rate 0.0 deg/s 
Altitude 15,000.0 ft 
Downrange distance 0.0 ft 
Cross-range distance 0.0 ft 
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Figure 4.9: 3-D half-loop trajectory (vertical plane view) 
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Figure 4.11: 3-D half-loop attitude angles history 
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Figure 4.12: 3-D half-loop attitude rates history 
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Figure 4.13: 3-D half-loop stabilator deflection history 
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Figure 4.14: 3-D half-loop aileron and rudder history 
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Figure 4.16: 3-D half-loop Mach number history 

Figures 4.10-4.16 display the state and control histories of this trajectory. Note that 

in Figure 4.11 the histories of heading and roll angle almost coincide. The Nelder­

Mead Simplex and Principal Axis methods are not used for this problem because 

from the two-dimensional case we have already seen that for problems of this size, 

both methods will use an extremely excessive number of function evaluations. In 

addition, if they converge at all, they will converge on locally optimal solutions. This 

makes both methods impractical for application to three-dimensional flight problems. 

4.3 Minimum Time-to-Turn 

The minimum time-to-turn trajectory is studied for three-dimensional flight. 

The initial conditions and the design parameters used in this problem are identical 

to those employed for the three-dimensional half-loop maneuver. The constraints 
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that define the trajectory are as follows: 

If - o deg (4.15) 

tPf - 180 deg ( 4.16) 

<Pf - o deg (4.17) 

h f - hi (4.18) 

Hide-and-Seek obtained an optimal flight time of 30.6 s. This solution is found at 

an average (over four runs) cost of 51,258 function evaluations. A three-dimensional 

view ofthe optimal trajectory is shown in Figure 4.17. Unlike the half-loop maneuver, 

this flight path contains considerable lateral motion. To produce this motion, the 

aircraft applies large rudder deflections. Figures 4.19-4.25 display the state and 

control histories of the turn maneuver. It should noted that though this is an optimal 

trajectory, none of the control inputs reach saturation. Comparing Figures 4.16 and 

4.25 one can observe the difference in Mach number histories. During the half-loop 

maneuver the Mach number declines rapidly, while during the turn maneuver the 

Mach number is always greater than the initial value. 

4.4 Minimum Time-to-Climb 

The time-optimal climb is a classical aircraft performance problem. The flight 

paths investigated here are limited to two-dimensional flight in the vertical plane. 

Solutions to this problem are obtained using Hide-and-Seek and the NeIder-Mead 

Simplex algorithm. Since in the past, it has been found that time-optimal flight 

paths operate at or close to the maximum throttle setting, for this set of problems 

the throttle is fixed at 127 deg. This setting allows some leeway for guidance con-
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Figure 4.22: 3-D turn stabilator deflection history 
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Figure 4.24: 3-D turn throttle setting history 
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siderations. The time history of the stabilator deflection is discretized into ten equal 

intervals. This gives a total of twelve design parameters including the time-of-flight. 

The climb problem is investigated with two (4.19 and 4.20), three (4.19-4.21) and 

four (4.19-4.22) constraints. The first constraint specifies that the minimum altitude 

should be greater than zero. As this is an inequality constraint, the standard way to 

enforce it in Hide-and-Seek is to declare any trajectory that violates the constraint 

to be infeasible. The drawback with this approach is that as the flight path begins 

at a zero altitude, a very large percentage of the possible aircraft trajectories be­

come infeasible. To avoid this problem, the inequality constraint is converted into 

the following terminal constraint residual. 

gl = Imin{O.O, hmin } I 

The remaining constraints are as follows. 

hj - 50,000 It 

Mj - 1.0 

,j 0.0 deg 

(4.19) 

(4.20) 

(.4.21 ) 

(4.22) 

The initial conditions for these problems are given in Table 4.5. The results from 

both Hide-and-Seek and NeIder-Mead Simplex are summarized in Tables 4.6 and 4.7. 

Each result presented for Neider-Mead is the best solution obtained from 10 different 

initial guesses. The number of function evaluations given for Hide-and-Seek is an 

average over four runs. The solutions show that Hide-and-Seek found flight times 

that are 19.4 % to 44.8 % lower than the best results from NeIder-Mead. Note that 

NeIder-Mead uses less function evaluations for these problems. It is expected though 
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Table 4.5: Minimum time-to-climb initial conditions 

State Value 
Velocity 400.0 ftls 
Angle of attack 5.0 deg 
Pitch angle 5.0 deg 
Pitch rate 0.0 degls 
Altitude 0.0 ft 
Downrange distance 0.0 ft 

Table 4.6: Minimum time-to-climb trajectories: Flight times 

Constraints NeIder-Mead Hide-and-Seek Hide-and-Seek 
(12 variables) (12 variables) (15 variables) 

2 171.3 s 118.3 s 117.3 s 
3 186.3 s 156.0 s 153.2 s 
4 199.3 s 161.2 s 160.4 s 

that when the size of the problems increase, NeIder-Mead will rapidly become too 

expensive. The optimal trajectories from both methods are displayed in Figures 4.26 

and 4.27. The Hight paths marginally satisfy the minimum altitude constraint. To 

allow a greater degree of freedom in the initial stages of the climb, the first time-of­

flight interval is further divided into four segments. This gives a total of fifteen design 

parameters. The resulting trajectories are shown in Figure 4.28. The additional three 

variables produced a negligible improvement in the flight times but did improve the 

ground clearance of the trajectories. 

Figures 4.29-4.37 display the state and control histories of the Hide-and-Seek 

fifteen variable solutions. Bryson [1] and Ong [3] found that for certain aircraft 
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Table 4.7: Minimum time-to-climb trajectories: Function evaluations 

Constraints N elder-Mead Hide-and-Seek Hide-and-Seek 
(12 variables) (12 variables) (15 variables) 

2 16,844 26,030 21,270 
3 14,157 33,775 37,896 
4 14,207 31,280 37,170 
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- - - - - 3 constraints 
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Figure 4.26: NeIder-Mead climb trajectories with 12 variables) 



E' 
'-" 

~ 
"CI 

= ~ --< 

-c: 
'-" 
~ 

"CI 

= ~ --< 

48 

-- 2 constraints 
- - - - - 3 constraints 

60000.0 r------..----.---f _ _ 4 constraints 1--.,----.-----. 

40000.0 

20000.0 

./ 

,,/7 

/ " / ' 
/ " / I' 

/ " 
/ " ,---/ " ,--r..... ,,' 

/ '----------, 
/ 

/ 
", 

50000.0 100000.0 150000.0 
Downrange distance (ft) 

200000.0 

Figure 4.27: Hide-and-Seek climb trajectories with 12 variables 

- 2 constraints 
- - - - - 3 constraints 

60000.0 .--.....,.---r-~ _ _ 4 constraints 1--.,----.-----. 

40000.0 

20000.0 

,,; 
~-."". .... ---...:-~ 

" ,- / 
", / 

" / " / " ", " ./ , / " / 

" ",...-
,'/ 

,'/ 
I~ 

.? ., 

--0.0 t::....._--'-_-.JL-_-'--_-.L __ """--_---L __ -'-_-=:I 

0.0 50000.0 100000.0 150000.0 200000.0 
Downrange distance (ft) 

Figure 4.28: Hide-and-Seek climb trajectories with 15 variables 



49 

80.0 .----...,-----1 

60.0 

40.0 

20.0 

0.0 

-20.0 '-----"-----"'"---""----....... ----.1'-----' 
0.0 50.0 100.0 150.0 

Time (5) 

Figure 4.29: Angle histories for 2 constraint 15 variable climb 

5.0 .-----r------r----,.---.,.----.------, 

.-.. 
~ 
~ 

"CI -C 0.0 
0 .-.-
~ c 
~ 

"CI ... 
0 .-

-5.0 .! 
:E = .-
Ct.l 

-10.0 L-______ .....L-__ """"""-__ ---L __ ---''--_--J 

0.0 50.0 100.0 150.0 
Time (5) 

Figure 4.30: Control history for 2 constraint 15 variable climb 



50 

-- Mach number 
1~ r-----~---L=--~-~-~-~D~im~e~n~s~io~n~le~s~s~ru~t~it~u~d~e~(hili~~)~--------~ 

1.0 

0.5 
, , , , , 

" ,,' 
"," 

, , , 
",,' , 

, , , 
, 

, , , , 

,----' 
O~ ~."~"--~------~------~------~----~------~ 

0.0 50.0 100.0 150.0 
Time (s) 
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Figure 4.37: Mach number history for 4 constraint 15 variable climb 

models, the minimum time-to-climb trajectory required the aircraft to dive in order 

to break the sound barrier. The optimal trajectories obtained here did not show this 

feature. This is probably due to the more powerful engines (the thrust-to-weight 

ratio is greater than one) and the better aerodynamic characteristics of the aircraft. 

4.5 Recommendations for Hide-and-Seek Implementation 

During the use of Hide-and-Seek, it was found that by applying various problem 

formulation techniques, the efficiency of the algorithm can be enhanced. These mod­

ifications are in no way required for Hide-and-Seek implementation. The following is 

a brief list of the recommended procedures. 

1. Choose variable bounds that largely result in feasible trajectories. 
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2. Whenever possible, narrow the variable bounds to reduce the search area. 

3. Scale the design variables to have ranges of approximately the same magnitude. 

4. Scale the objective function to avoid a very slow or very rapid decrease in 

the temperature parameter. During the optimization process, the objective 

function should at most change by three orders of magnitude. 
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CHAPTER 5. GUIDANCE LAW DEVELOPMENT 

Control histories obtained by parameter optimization are open-loop in nature. 

If internal or external disturbances are present in the system, the application of 

these open-loop control histories will result in trajectories that diverge from the 

optimal fiight paths. Consequently to follow these trajectories a guidance scheme 

is needed. The guidance scheme must generate the guidance commands required 

to fly the aircraft so as to follow a given reference flight path. In this chapter a 

new nonlinear feedback controller is implemented. Lu [23] recently developed this 

controller for application on a broad class of dynamic systems. The controller is based 

on the minimization of predicted tracking errors. During the course of this study, 

the controller is further developed to enhance its performance on aircraft trajectory 

tracking problems. 

5.1 Controller I: Basic Controller Design 

The following is the derivation of the basic controller as described by Lu [23]. 

Suppose the dynamic system equations for x E Rn have the form, 

Xl - fl(X) 

X2 - h(x) + B(x)u 

(5.1) 

(5.2) 

where Xl E R n 1 , X2 E R n2 and nl + n2 = n. Partition the reference trajectory s( t) 
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accordingly, 

(5.3) 

Suppose at tk E (to, tf), X(tk) is known. Consider X(tk+t) - X( tk + Ii), where Ii > O. 

Applying the Runge-Kutta 2nd order scheme to Equation 5.1 and the Euler method 

to Equation 5.2 gIves, 

X1k+! - Xl" + % [11(Xk) + 11 (Xk + Ii ( Il(xk) ))] (5.4) 
h(Xk) + B(Xk)Uk 

XZ"+l == X2k + li(h(Xk) + B(Xk)Uk) (5.5) 

Expanding the last term in Equation 5.4, 

where Fu == ~(Xk) and F12 = ~(Xk). Hence, Equation 5.4 can be rewritten as, 

It is assumed that FlZB(Xk) has no zero rows. This assumption is in general satisfied 

by all mechanical systems if no actuator dynamics are considered. To minimize the 

predicted tracking error, we can define the following performance index, 

(5.8) 

where elk+! == Xlk+! - Sllc+l and e2k+l == X2k+1 - S2k+l· Q1, Q2 and R are positive 

semi-definite square matrices of the appropriate dimensions. The future reference 
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n. n2
_ 

- Sl" + Sl" + 2S1" 

- S2" + nS2" 

(5.9) 

(5.10) 

The performance index Jk is a quadratic function in Uk when X1"+1 and X2k+1 are 

approximated by Equations 5.7 and 5.5. As it can be shown that ~)r. ~ 0, Jk has a 
" 

unique minimum at ~ = o. Solving for the Uk that satisfies this expression gives, 

(5.11) 

where the following substitutions and expansions have been made: 

G - F12B(Xk) (5.12) 

w - 1 T (T 4G Q1G + B Xk) Q2B(Xk) + R (5.13) 

PI - e1" + neh + ~ (Fn I1(xk) + F12!2(Xk) - 81k) (5.14) 

P2 e2,. + n(h(xk) - 82,.) (5.15) 

Since tk can be arbitrarily chosen as any point in the interval (to, t f), this con­

troller can more generally be written as, 

(5.16) 

This controller has various desirable characteristics. It involves only the Jacobians of 

II (x). Typically it (x) specifies the kinematic relations of the system and thus is often 

explicitly known. This results in Fu and F12 being simple to obtain. The variable n 
is not required to be the "integration step size". It can be treated as an additional 

control parameter that is adjusted to improve the performance of the controller. An 
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analysis of the controller equation reveals several additional properties. When the 

initial error is zero, the trajectory is perfectly tracked (Le., e( t) = 0 for all t E (to, t f)) 

and the control command produced is exactly the nominal control. If the number 

of tracked variables is equal to that of controls, asymptotic tracking is guaranteed, 

provided no control saturation occurs. It can also be established that the controller 

is robust in the presence of a class of modeling uncertainties. To simplify notation, 

this controller is henceforth referred to as Controller I. 

In this study, the application of the controller is limited to two-dimensional 

aircraft trajectories. To define the aircraft model in terms of a dynamic system 

described by Equations 5.1 and 5.2, the state vector is partitioned as follows. 

Xl -

() 

h 

X 

v 

q 

(5.17) 

(5.18) 

The two control inputs for the X2 vector are symmetric stabilator deflection and 

throttle setting. To make the controller applicable to the model, the dynamic equa­

tions are linearized with respect to the control. The linearization is performed at 

each instant in time, about the current nominal control and the given state variables. 

This procedure yields two aircraft models: 1) Model A: the original model and 2) 

Model B: a linearized model that uses the linear in control dynamic equations to 

generate the aircraft trajectory. The original model uses the linearized dynamics in 

the controller calculations, but then applies the control commands to the original 
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dynamic equations. The controller is tested on both aircraft models. Model B gives 

a fairer assessment of the performance of the controller, while testing on Model A 

expounds the suitability of the controller for aircraft guidance. 

The testing of the controller is conducted by using the fifteen variable, two 

constraint minimum time-to-climb solution obtained in Chapter 4 as the reference 

trajectory. Guidance along this flight path is a very difficult task. Even in nom­

inal conditions the aircraft is operating close to the maximum throttle setting. In 

addition, a large portion of the trajectory is flown at low Mach numbers and high 

altitudes. In such flight conditions the effectiveness of the control surfaces is con­

siderably reduced. For testing the controller, off-nominal conditions are created by 

introducing perturbations into the initial conditions of the state variables. The per­

formance of the controller is judged on how well the altitude history is followed. The 

results for a number of initial perturbations are given in Tables 5.1 and 5.2. The 

maximum error is the greatest difference in the nominal and guided altitude histories 

at any given time. The mean error is defined by, 

E = It; I hactual - h ref I dt 
tf 

(5.19) 

The testing found that to track the reference trajectory only two or three state 

variable errors should be penalized in the weighting matrices QI and Q2. As the 

controller is being evaluated on it's ability to follow the altitude history, altitude 

errors must be tracked. Of the remaining penalized state errors, at least one must 

be an angle or angular rate. The altitude and control histories of two Model B test 

cases are shown in Figures 5.1-5.6. The results show that the controller provides 

fair tracking of the nominal trajectory. The largest altitude error is less than 7.5% 

of the total height climbed. This is an exceptional achievement considering that 
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Table 5.1: Controller I: Model A results 

Perturbation Maximum error (ft) Mean error (ft) 
+80 ftl s velocity 1,020 226 
-80 ft Is velocity 1,206 230 
+5 deg angle of attack 43.1 5.3 
-5 deg angle of attack 1,560 822 
+5 deg pitch angle 1,880 1,030 
-5 deg pitch angle 79.3 9.5 
+8 deg I s pitch rate 17.5 1.84 
-8 deg I s pitch rate 5.7 1.0 
+200 ft altitude 3,100 1, 790 

the perturbations in several cases are 100% of the initial state value. Figures 5.1 

and 5.3 demonstrate the feedback nature of the controller. At the instant the aircraft 

"overshoots" the nominal trajectory, the throttle command attempts to reduce the 

aircraft velocity by sw~tching from the upper to the lower limit. Immediately after 

the 20 s mark, the throttle setting also switches to the lower limit for a brief period 

of time. This allows the aircraft to rapidly pitch up to a moderate climb attitude. 

For most test cases though, the saturation of the throttle control leads to a steady 

altitude error. 

Against expectations, Model A achieved slightly better results than Model B. 

This is possibly just an uncharacteristic occurance. In the graphs, the trajectory 

referred to as the "perturbed nominal" is the flight path the aircraft follows if the 

nominal control history is applied to the perturbed initial conditions. The perturbed 

nominal trajectory is not shown for the -80 ftl s velocity error case as it crashes a 

few seconds after takeoff. 

During the testing it was observed that the best controller performance is ob-
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Table 5.2: Controller I: Model B results 

Perturbation Maximum error (ft) Mean error Cft) 
+80 ftls velocity 1,110 239 
-80 ftls velocity 1,570 248 
+5 deg angle of attack 43.9 6.7 
-5 deg angle of attack 2,000 1,070 
+5 deg pitch angle 2,330 1,290 
-5 deg pitch angle 80.9 14.4 
+8 deg I s pitch rate 18.6 2.0 
-8 degls pitch rate 10.0 1.2 
+200 ft altitude 3,640 2,160 
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Figure 5.1: Controller I: Altitude history with -80 ftl s velocity perturbation 
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Figure 5.2: Controller I: Stabilator history with -80 it / s velocity perturbation 
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Figure 5.3: Controller I: Throttle history with -80 it / s velocity perturbation 
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Figure 5.4: Controller I: Altitude history with -5 deg angle of attack perturbation 

-et) 
~ 
~ 
'-' 

= .S! ... 
~ c 
~ 
~ 
I. 
Q ... 
.! :c 
tU ... 

I:I.l 

-- Nominal 
5.0 r---r--.__-..-----.-C-:,:-:.:-.:.--~G~u~id~e~dJ_r----r--.---..--_, 

0.0 

-S.O 

-10.0 
0.0 20.0 40.0 60.0 

Time (s) 
80.0 100.0 120.0 

Figure 5.5: Controller I: Stabilator history with -5 deg angle of attack perturbation 



64 

1
_- Nominal I 

150.0 r--r-... -r---'I-t...:-:.:-~-.:--~G~u~id~e~dJ;r---r-.,--r---, 

~ 
S 100.0 ~I • 

CAl 
.5 = ~ 
~ 
;: -e 50.0 
E5 

-

-

0.0 ~~~~~~~~~~~~~~~~~~_~I~~~ 
0.0 20.0 40.0 60.0 80.0 100.0 120.0 

Time (s) 

Figure 5.6: Controller I: Throttle history with -5 deg angle of attack perturbation 

tained by: 

1. Carefully choosing the n parameter. 

2. Placing no penalty on the control (i.e., R = 0). 

3. Tracking only the altitude and the pitch angle errors. 

Based on these observations, various modifications to the basic controller are 

made in the following sections. 

5.2 Controller II: Optimal n Modification 

During the preceding testing it was observed that the choice of the n parameter 

greatly effected the performance of the controller. For Controller I, n is taken to 
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Table 5.3: Controller II: Model A results 

Perturbation Maximum error (ft) Mean error (ft) 
-80 ftls velocity 1,210 564 
-5 deg angle of attack 1,350 655 
+5 deg pitch angle 1,250 574 
+200 ft altitude 1,130 860 

be a constant through out the time-of-flight of the trajectory. Here the controller is 

modified to allow a time-varying n. From the discussion in Section 5.1, we see that 

Jk in Equation 5.8 is a function of n with Xl,. and X2,. approximated by Equations 5.7 

and 5.5, and Uk specified by Equation 5.11. In this section, the n parameter is 

optimally chosen to minimize the performance index Jk at each instant in time. The 

one-dimensional minimization is performed by using Brent's alg<?rithm [24]. This 

modified controller is denoted Controller II. 

The "worst" cases from the Controller I testing are repeated here. The results 

are given in Tables 5.3 and 5.4. The altitude and control histories of two Model B 

test cases are shown in Figures 5.7-5.12. If the n parameter is allowed to be the 

true optimal of Jk , at each instant in time, the throttle setting frequently switches 

between the upper and lower extremes. By bounding the parameter in a reasonable 

range, this "bang-bang" effect is significantly reduced. A fluctuation in the throttle 

setting however continues to occur due the n optimization. With the exception of one 

case, Controller II shows a notable improvement over Controller 1. This enhancement 

in the tracking performance is very evident when comparing Figures 5.4 and 5.lD. 
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Table 5.4: Controller II: Model B results 

Perturbation Maximum error (ft) Mean error (ft) 
-80 ftls velocity 1,570 796 
-5 deg angle of attack 543 182 
+5 deg pitch angle 1,810 892 
+200 ft altitude 1,220 544 
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Figure 5.7: Controller II: Altitude history with -80 ftl s velocity perturbation 
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Figure 5.8: Controller II: Stabilator history with -80 It Is velocity perturbation 
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Figure 5.10: Controller II: Altitude history with -5 deg angle of attack perturbation 
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Figure 5.11: Controller II: Stabilator history with -5 deg angle of attack perturba­
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Figure 5.12: Controller II: Throttle history with -5 deg angle of attack perturbation 

5.3 Controller III: Error Rate Modification 

The Controller I testing showed that the best tracking is obtained by penalizing 

only Xl terms in the performance index. Keeping this in mind, the performance index 

can be extended to include the error rate tl' Therefore, 

(5.20) 

where Q2 is a positive semi-definite matrix. The rational for this modification is 

that incorporating the error rate gives the controller anticipatory information for 

future errors. This additional information may further improve the response of the 

controller. Repeating the procedure carried out to derive Controller I, the following 

control law is obtained. 

(5.21) 
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Table 5.5: Controller III: Model A results 

Perturbation Maximum error (ft) Mean error (ft) 
-80 ftls velocity 487 433 
-5 deg angle of attack 167 152 
+5 deg pitch angle 249 126 
+200 ft altitude 251 89.0 
+1,000 ft altitude 1,000 218 

where the following substitutions have been made: 

G - FI2B(x) (5.22) 

W - T (h4 2) G "4QI+h Q2 G (5.23) 

PI 
h2 

- el + hel + 2P (5.24) 

P2 - el +hP (5.25) 

P - Fn fl(X) + F12f2(X) - 81 (5.26) 

This control law is denoted Controller III. The test results for the controller are given 

in Tables 5.5 and 5.6. Figures 5.13-5.18 display the altitude and control histories of 

two Model B test cases. The results show a marked reduction in the maximum and 

mean errors compared to Controller I. In some cases the errors have been reduced by 

as much as 90%. Combining Controllers II and III is not expected to further reduce 

the errors as the control inputs are virtually saturated when the reference trajectory 

is not exactly followed. To demonstrate the potential of this controller, it is tested 

with very large initial perturbations (e.g. a -20 deg angle of attack perturbation). 

Even in these extreme cases, the largest deviation is only 2.0% of the final altitude. 
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Table 5.6: Controller III: Model B results 

Perturbation Maximum error (ft) Mean error (ft) 
-80 It / s velocity 480 429 
-5 deg angle of attack 183 167 
-20 deg angle of attack 547 460 
+5 deg pitch angle 211 191 
+50 deg pitch angle 628 520 
+200 It altitude 399 147 
+1,000 It altitude 1,000 206 
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Figure 5.13: Controller III: Altitude history with -80 It/s velocity perturbation 
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Figure 5.14: Controller III: Stabilator history with -80 it/ s velocity perturbation 
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Figure 5.15: Controller III: Throttle history with -80 It/ s velocity perturbation 
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Figure 5.16: Controller III: Altitude history with -5 deg angle of attack perturba­
tion 
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Figure 5.17: Controller III: Stabilator history with -5 deg angle of attack pertur­
bation 
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Figure 5.18: Controller III: Throttle history with -5 deg angle of attack perturba­
tion 

5.4 Controller Robustness 

In the presence of system uncertainties and disturbances, it is desired that the 

controller maintain satisfactory performance. The feedback nature of the controller 

is expected to provide a certain degree of robustness. Some robustness properties 

of the controller have been established by Lu [23]. To evaluate this robustness, the 

tracking ability of the controller is first tested in the presence of wind. The velocity 

of the wind is modeled as a function of altitude and its direction is horizontal. The 

magnitude of the wind speed is given by, 

{ 

80 cos (lO~;OO) 
Wx = 

0.0 

if h::; 25,000 ft 
(5.27) 

otherwise 
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Figure 5.19: Controller III: Wind disturbed altitude history 

To account for the presence of wind, several terms need to be added to the dynamic 

equations of the aircraft model [25]. The modified equations are as follows. 

v [T cosa - D - mgsin(O - a)]/m - Wx cos(O - a) (5.28) 

a - [-T sina - L + mgcos(O - a)]/Vm - Wx sin(O - a)IV + q (5.29) 

x - V cos a + Wx (5.30) 

where, 

(5.31 ) 

The model represents a strong 80 ftls (55 mph) wind that modulates from 

tailwind to headwind. The initial relative velocity of the aircraft is taken to be the 

nominal inertial velocity minus the 80 ftls tailwind. The reference trajectory is 

the one used in the preceding sections. The test is conducted using Controller IlIon 
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Figure 5.20: Controller III: Wind disturbed stabilator history 
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Figure 5.21: Controller III: Wind disturbed throttle history 
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Figure 5.22: Wind profile 

Model B. The controller, which is based on the nominal model, is given no information 

regarding the wind. The resulting trajectory and control histories are displayed in 

Figures 5.19-5.22. The guided trajectory has a maximum error of 857 ft and a mean 

error of 460 ft. These errors are very small when compared to the final altitude the 

aircraft climbs to. Notice that without the guidance of the controller, the perturbed 

nominal trajectory crashes shortly after takeoff. The test was repeated using an 

optimal n in combination with Controller III. This resulted in the same maximum 

error but a reduced mean error of 403 ft. 

To evaluate the performance of the controller in the face of system uncertainties, 

the controller is tested with errors in the aerodynamic coefficients. The exercise is 

performed assuming that a ±30% error exits in all the stored aerodynamic data. 

The error is taken to simultaneously occur in the coefficient of lift, the coefficient of 

drag and the coefficient of pitching moment. The testing is executed on Model B, 
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Figure 5.23: Controller III: +30% aerodynamic coefficient perturbation altitude his­
tory 

using Controller III. The results are shown in Figures 5.23-5.28. The +30% case 

has a maximum error of 628 ft and a mean error of 346 ft. The -30% case has 

a larger maximum error of 1,170 ft and a mean error of 436 ft. These results 

show the impressive ability of the controller to track the reference trajectory even in 

the presence of large 'system uncertainties. The control histories show considerable 

modulation about the nominal. This is due to the controller attempting to reduce the 

error, but continuously 'over-shooting' because of the erroneous information. This 

fluctuation in the control setting is not excessive as it falls well below modern actuator 

rate limits. 



-CIl 
~ 

"CI -c: 
.g -~ 
C 
~ 

"CI 

"" S s :a s 
fI.l 

s.o 

0.0 

·S.O 

.10.0 
0.0 20.0 40.0 

79 

Nominal 
Guided 

60.0 
Time (s) 

80.0 100.0 120.0 

Figure 5.24: Controller III: +30% aerodynamic coefficient perturbation stabilator 
history 
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Figure 5.25: Controller III: +30% aerodynamic coefficient perturbation throttle his­
tory 
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Figure 5.28: Controller III: -30% aerodynamic coefficient perturbation throttle his­
tory 

5.5 Trajectory Design 

In the preceding sections the controller is used to track a well-defined nominal 

trajectory that is prior obtained. The architecture of the controller is such that no 

knowledge of the nominal control is required. Hence, by defining desired reference 

state histories and penalizing appropriate terms in the weighting matrices, Q1 and 

Q2, the controller can be used to generate nominal control histories. This allows the 

design of virtually any trajectory. 

As mentioned in Chapter 1, the aircraft model was originally intended for use in 

the 1991-92 Controls Design Challenge [7]. With the ability to design trajectories, 

these controllers can be used to meet a number of the requirements of the controls 

challenge. The tasks addressed here are: 
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1. Beginning at 9,800 ft and Mach 0.5, climb 200 ft and hold altitude and Mach 

number, simultaneously. 

2. Beginning at 39,800 ft and Mach 1.4, climb 200 ft and hold altitude and Mach 

number, simultaneously. 

3. Accelerate from Mach 0.5 to Mach 1.4 while holding altitude at 30,000 ft. 

The challenge requires the conditions to be met within an altitude error of ±50 ft 

and a Mach number error of within ±0.D1. 

As a first step, the tasks 1 and 2 are attempted as only altitude hold exercises. 

This requires the tracking of two state variables, altitude and an angle or an angular 

rate. An angular measurement must be tracked to give the aircraft an attitude 

reference. The reference angle is chosen to be the aircraft pitch. It was found that 

satisfactory performance can obtained by tracking any constant pitch angle. The 

choice of the reference altitude history though is not as trivial. If the desired final 

altitude is taken as the reference trajectory, the large initial error results in excessive 

control saturation. This problem can be avoided by choosing a reference altitude 

history given by the following equation. 

(5.32) 

Reference state histories chosen in this fashion have the advantage of yielding no 

errors at the initial and final time. A time constant T of 1.5 s proved to be adequate. 

For the complete task of holding both altitude and Mach number, a third state 

variable, velocity must be tracked. The reference velocity is taken to be the velocity 

at the current altitude that corresponds to the required Mach number. As there 
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exists a unique trim pitch angle for holding a specified altitude and Mach number, 

the reference angle must be the trim pitch angle. This angle is computed in advance 

by solving the respective dynamic equations. Like altitude, creating a reference pitch 

angle history in the form of Equation 5.32 improves the controller response. 

The third task similarly requires the tracking of altitude, pitch and velocity. In 

this case, the reference altitude is a constant 30,000 ft. The reference velocity and 

pitch histories are taken to be exponential functions in the form of Equation 5.32, 

with time constants of 20 s. The final reference pitch angle is the trim condition 

value and is obtained by solving the dynamic equations at the desired final Mach 

number and altitude. 

Figures 5.29-5.40 display the the resulting state and control histories for the three 

tasks. All the solutions fall well within the challenge requirements. This demonstrates 

the remarkable ability of the controller to follow arbitrarily designed trajectories 
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Figure 5.29: Altitude history for Mach hold trajectory (at 10,000 jt) 
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Figure 5.30: Mach history for Mach hold trajectory (at 10,000 jt) 



-C!) 

85 

1
_- Altitude hold l 

40 r---T---,--~-=--~-~-~A~It~it~ud~e~an~d~~~a~ch~h2ol~d~----r---, • I I 

! 2.0 -
= .52 -~ 
~ 0.0 -
"CI 
s.. 

i 
I . 
I 

~ -2.0 

I 
I 
I 

~' .. - -- ... 
rI.l ... '---------.-----------------------------------

40 I I I I -. ~--~--~--~--~--~--~--~--~--~--~ 
0.0 20.0 40.0 60.0 80.0 100.0 

Time (s) 

Figure 5.31: Stabilator history for Mach hold trajectory (at 10,000 It) 
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Figure 5.32: Throttle history for Mach hold trajectory (at 10,000 It) 
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Figure 5.33: Altitude history for Mach hold trajectory (at 40,000 It) 
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Figure 5.34: Mach history for Mach hold trajectory (at 40,000 It) 
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Figure 5.35: Stabilator history for Mach hold trajectory (at 40, 000 it) 
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Figure 5.36: Throttle history for Mach hold trajectory (at 40,000 It) 
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Figure 5.38: Mach history for level acceleration 
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Figure 5.40: Throttle history for level acceleration 
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CHAPTER 6. SUMMARY 

New methods for trajectory optimization and nonlinear guidance law develop­

ment are presented. Optimal trajectories are obtained using a continuous simulated 

annealing algorithm called Hide-and-Seek. The algorithm is capable of finding the 

global maximum of functions with many local optimal solutions. It is implemented on 

optimal control problems for a complex, high-performance aircraft model. The air­

craft model has six-degrees-of-freedom and nonlinear aerodynamics and propulsion. 

To apply Hide-and-Seek, the continuous optimal control exercises are discretized 

to finite-dimension parameter optimization problems. The algorithm is successfully 

used to produce both two and three dimensional minimum time-to-half-Ioop, mini­

mum time-to-turn, and minimum time-to-climb trajectories. The method proves to 

be efficient and very robust. It is insensitive to the complexity of the function being 

optimized or the bounded feasible region. Testing shows that unlike traditional meth­

ods, the number of function evaluations required for Hide-and-Seek does not rapidly 

increase with the dimension of the problem. The simplicity of implementing Hide­

and-Seek allows it to be an effective method for solving a wide range of optimization 

problems. 

Various areas of the Hide-and-Seek method and its application can be further 

studied. The effect of "guessing" an optimal function value versus using the optimal 
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estimator can be investigated. Indirect optimization problems solving for costates 

and stochastic optimization problems can also be researched. 

The development of a nonlinear feedback controller is also presented. The con­

troller is based on the minimization of predicted tracking errors. It is evaluated on 

its ability to track a strenuous optimal flight path. The controller exhibits excellent 

performance for a whole range of initial state perturbations. The basic controller 

is modified to include a time-varying optimal n parameter. This results in a mod­

est improvement in the controller performance. A second modification minimizing 

the tracking error rate in addition to the absolute error, results in a significant en­

hancement over the basic controller. To test the robustness of the control law, it is 

evaluated in the presence of large external and internal system disturbances. In all 

cases the controller provides stable high-grade tracking of the reference trajectory. 

In addition, the controller is used in a unique fashion to design desired trajecto­

ries. This ability is used to generate Mach number hold and level acceleration flight 

paths. These applications demonstrate the vast possibilities for practical use of the 

controller. Several extensions to the control law research can be made. The effect 

of actuator dynamics on the performance of the controller can be investigated. In 

this study, the application is limited to two-dimensional aircraft trajectories. Further 

investigation can be performed on three-dimensional flight paths. 
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